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Computer network security has become increasingly controversial among many businesses as a result of the rise in cyber threats.
Artificial neural network (ANN) is mature research in this field, whereas the traditional algorithm is slower, in feedback error, and
has the disadvantage of easy convergence to local extreme value. To guide against these threats, in this paper, ANN-back
propagation (BP) algorithm is used to establish the relationship between the level of cyber security situational awareness (CSA)
and the perceptual parameters and quantitatively evaluate the situational awareness. This study established the ANN-back
propagation (BP) to make the relationship between the level of cyber security situational awareness (CSA) and the perceptual
parameters, which evaluates situational awareness. The ANN-BP with variable step size learning strategy and simulated
annealing method is used for optimization to build a virtual network environment. The proposed model offers better precision,

improved sensitivity, and higher (0.987%) accuracy.

1. Introduction

Computing resources, cyber security, software programs, and
data are protected from attack using a combination of policies,
techniques, technologies, and procedures [1]. Cyber security is
comprised of several rules, technologies, and processes that
work in concert [2]. Application, network, host, and data-level
cyber security mechanisms exist. Several tools, such as firewalls,
antivirus software, intrusion detection systems (IDSs), and
intrusion protection systems, are used to prevent and detect
security breaches and assaults (IPSs) [3, 4]. However, many
opponents still possess an advantage because all they need to
do is to take advantage of a vulnerability in the systems that
need to be protected is find one. A wider attack surface is cre-
ated as a result of the growing number of internet-connected
systems. As the attackers become smarter, they build zero-day
exploits and malware that evade security safeguards, allowing
them to remain undetected for extended periods [5]. They are

attacks which have never been seen before but are generally var-
iations on a previously known one. Exploitation strategies are
being commoditized, which exacerbates the situation by allow-
ing for quick distribution without organizations that abuse their
permitted access [6]. Compromise indications are present
throughout an attack’s lifecycle; there may even be substantial
indicators of an oncoming attack. Finding these markers, which
may be dispersed across the environment, is a problem. Figure 1
depicts the cyber security situation awareness cycle.
Applications, servers, smart devices, and other cyber-
enabled resources create massive amounts of data from
machine-to-machine and human-to-machine interactions.
Data generated by cyber security technologies, such as the
security information event management (SIEM) system,
might overwhelm security analysts [7]. The military pro-
gram’s security posture can be improved by utilizing data sci-
ence in cyber security. Data analytic-based cyber protection
technologies are starting to appear. System signatures are
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being replaced by network intrusion detection systems
(NIDS), which analyze packet transmission [8]. Figure 2
depicts the cyber security situation awareness attributes.

A robust intrusion detection system (IDS) is required to
protect against all of these threats. ANN, decision tree (DT),
support vector machine (SVM), naive Bayes, and other
machine learning (ML) algorithms have been used to detect
threats [9]. With the rise of cyber threats, computer network
security has become a major issue for many businesses. A
robust intrusion detection system (IDS) is required to protect
against all of these threats. ANN, decision tree (DT), support
vector machine (SVM), naive Bayes, and other machine learn-
ing (ML) algorithms have been used to detect threats. Consider-
ing the various threats, it is necessary to employ a combination
of strategies to effectively improve intrusion detection in com-
puter networks. This is because invaders are getting a foothold
in the cyber world, and the consequences for businesses are dif-
ficult to quantify. The ANN is the most advanced research in
this field; however, the traditional BP approach is slow in terms
of feedback error and has the drawback of being quickly conver-
gent to local extreme values.

This study develops a better model for detecting threats
on a computer network. To accurately forecast threats, a
comparison of ANN-BP and DT is studied. With this study,
a network administrator can be rest assured based on these
predictions.

L.1. Related Work. A machine learning-based intrusion detec-
tion system’s effectiveness and efficiency in detecting threats to
organizations and other network users are interesting and
valuable. Because cyber threats fall into a variety of categories,
certain machine learning algorithms may not be able to detect
them on a computer network. The data fusion model was ini-
tially introduced by cyber situation awareness (CSA), which
then improved and adjusted the original model, established
the CSA model, and clarified the CSA’s purpose [10]. The
CSA model is well developed and mature as of 2016, related
research has not advanced significantly since then, the CSA’s
primary duty is evaluation, and it conducts extensive research
in this area. The objective of the mathematical model (MM)
method, which comprehensively takes into account various
situational factors, is to assess the network situation from var-
ious angles [11]. Situation assessment was the first application
of the MM approach. It integrates several systems and concen-
trates on various elements that influence the network state.
The situation factor reflects the situation’s status from several
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angles, but MM only addresses multiattribute fusion and
excludes the fusion of multisource data, and the model it
employs is fixed [12]. The knowledge reasoning (KR) method
emerged if just specific assessment findings could be reached,
neglecting the uncertainty aspect to overcome the two main
difficulties of MM. On the one hand, KR processes ambiguous
information using fuzzy sets, probability theory, evidence the-
ory, etc. [13]. On the other hand, the reasoning is used to obtain
knowledge that has multiple sources and multiple attributes. A
popular area of study is the KR approach as represented by
Bayesian networks [14]. Numerous documents have surfaced,
and further research is important. The largest problem facing
KR is how to get inference rules and prior probabilities, partic-
ularly for a novel research area like CSA. To address this chal-
lenge, the pattern recognition (PR) method was developed.
With its significant capacity for learning, the PR has been
educated to use historical data or practice samples to mine
the situation mode division’s knowledge methodically and sci-
entifically since 2005 [14, 15]. The majority of the already used
evaluation techniques will essentially introduce data mining,
which also illustrates the tendency of a thorough application
of numerous techniques the examination of the idea that
“problems appear to solve issues” is embodied in the creation
of evaluation methodologies. Research on the representation
of knowledge is uncommon and only recently has it begun
[4]. The crucial position of CSA has been simultaneously
formed by network management requirements and broad
application prospects, and associated research has continued
to advance. The preliminary examination of existing CSA
revealed the following characteristics of relevant research: (i)
other aspects of network security situational awareness, such
as traffic, faults, topology, and survivability, are infrequently
studied; (ii) system architecture is the subject of study and is
at a relatively advanced stage. It accepts data from joint direc-
tors of laboratories (JDL), despite variations. (iii) The represen-
tation of the network system is based on a hierarchical
structure; the representation of uncertain information is pri-
marily simple grading and turned into discrete data; the design
principles of the fusion model and the Endsley situational
awareness model. (iv) Weight analysis is the basic foundation
for the method’s evaluation [4, 16]. The mathematical data
fusion method has been attempted to be incorporated into
CSA in some studies. Other issues still need to be resolved in
the CSA research, which has attracted attention [12]. Figure 2
displays the situational awareness indicator system in cyber-
space. Figure 3 contains several variables that have an impact
on the situational security awareness system.

1.2. Study Characteristics and Problems. The existing research
has focused mostly on the network management technologies
already in use, failed to take into account the security situation
in each unit, and is unable to provide a thorough analysis and
presentation of the whole situation [17], owing to the absence
of thorough and organized research on the entire CSA system.
Second, the knowledge representation is inadequate. The term
“situation” is too limited and does not adequately capture the
general and macroscopic properties of the scenario. Although
it is straightforward and obvious to use a hierarchical structure
to depict a network system, it cannot reveal the intricate
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FIGURE 2: Cyber security situation awareness attributes.

relationships between network pieces. Relationships prevent
the potential situational information in multisource and mul-
tiattribute data from being mined [18]. Concerning data rep-
resentation, research needs to be done on how to choose and
expand the feature measurement employed for situation eval-
uation and create a fair and comprehensive indicator system.
Third, there is no single standard for scenario assessment. This
is partially attributable to the fact that a scenario is an abstract
idea [19]. What kind of circumstance qualifies as good, and
how good is it? Both grading and scoring are unreliable and
lack a scientific foundation. However, the fundamental causes
are neither persuasive nor evident. There cannot be agreement
on the scenario and the situation assessment due to the formal
definition of the situation and the absence of indications and
techniques to gauge the benefits and drawbacks of the evalua-
tion results. However, there are several distinct evaluation
techniques. Nearly all theoretical data fusion approaches have
been applied to the scenario appraisal stage, and new ways are
constantly being developed. This entails extensive, recurring
research, and sometimes even the application of specific math-
ematical techniques to deepen the theory. Only the standards
for evaluation are consistent. Accurately, the goals and direc-
tions of the study on evaluation methods are well defined [19,
20]. Fourth, the available research is comparatively uncon-
nected and only addresses the situation itself. There is a lack
of integration between levels on the vertical (level 1/3) and
horizontal (level 4/5/6) axes. It is not incorporated into the
system for fusing data. The research framework in Figure 3
separates the research of each layer from one another and

makes it difficult to directly apply level 1 because the current
three main research areas are level 2 integration, the key tech-
nology of integration, without involving communication, inter-
action, system management, etc. The fusion’s output is utilized
as the starting point for measuring situational awareness fea-
tures; it does not meet the requirements for fusion at levels 3
and higher, which is better for threat analysis and decision-
making [3, 20]. It has attracted widespread interest from the
academic community and is currently a hot topic in the data
fusion sector. However, the majority of studies only focus on
one component of CSA and are still in the theoretical explor-
atory stage. The focus of present and future research efforts is
comprehensive and in-depth theoretical research and the
deployment of actual applications, and the most pressing
requirement is to build a unified assessment system [3, 7].

1.3. System Evaluation Index. The ultimate goal of situational
awareness in cyberspace is to protect the security of network
information and to provide an integrated situational aware-
ness system in cyberspace. The regulatory authorities can
understand the operation status of the network and lay a stra-
tegic foundation for the development of cyberspace [21]. The
potential sense of network space states is shown as F = G (x)
=g,(x;) and g, (x,) and ---.g, (x,), where F is the quantita-
tive evaluation result, G represents the application of the
fusion algorithm, x represents the evaluation index set, x;, x,

-+, x, denotes the specific analysis index, g,, g, - , g, repre-
sents the performance of various fusion algorithms and repre-
sents the integration process of the evaluation system. The
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mode of situational awareness in cyberspace and description
of the nature of situational awareness in cyberspace from four
aspects is started. It covers the information entities in the net-
work and fully reflects the status quo of situational awareness
in cyberspace. These four aspects are, respectively, weakness,
victimization, risk, and stability. The number of data parame-
ters (weakness, victimization, risk, and stability indexes) of the
definition reflects the network space situational awareness [9].
According to the four dimensions of situational awareness in
cyberspace, this study established an index system of perceived
security status. The results show that in the current network
state, the system can calculate the trend of network quantita-
tive analysis, to realize real-time network monitoring and
control [21].

In this study, the occurrence of network space is divided
into four levels, that is, risk, weakness, stability, and victim-
ization. The first level index is described in two levels.
According to the national first aid emergency plan and com-
bined with the characteristics of network hazard elements,
cyberspace is divided into five levels. The interval [0, 1] is
used to describe the weight of indicators at several levels,
as listed in Table 1. The grade matrix of the four first-level
indicators and cyberspace situation is listed in Table 2, and
the security level of first-level indicators is listed in Table 3.
This study demonstrates the superiority of a multiclassifier
ensemble over a single classifier.

2. Propose Optimization Approach

2.1. ANN-BP Algorithm. The BP neuron (input n) node
through the weighted value W, (i=1,2 -+, n) input param-
eter x; (i=1,2 -+, n), neural element threshold 0, excitation
function f, and the output parameter y is expressed.

y=f Zwi'xi_e . (1)

The hidden layer of ANN-BP requires a continuous excita-
tion function, and the excitation function is selected as a sig-
moid function at this time. The ANN-BP model includes the
following two steps, information transmission and reverse cor-
rection of errors [22, 23]. The ANN-BP tends to fall into local
minima, and the simulated annealing algorithm can fill this
shortcoming [22]. During the first step set the starting temper-
ature t,, the starting state s, = x, the lowest temperature min,
the optimal solution s* = s, and the current target value E(s,)
. While on the second step, if the pretemperature is higher than
i the number of iterations is the dimension of the initial
solution. News* is produced in each iteration, and the calcu-
lated function value E(s*) and the phase ortho error difference
AE = AE(s*) — AE(s). If AE < 0, the current state value is taken
as the optimal solution of the current iteration, that is, s* * = s*.
If AE is greater than or equal to 0; then, this step size adjustment
increases the error, because it will be settled with p probability.
Select the Metropolis criterion to calculate p = exp (—AE/T)
after iteration the optimal solution s* and its state value E(s*)
are obtained. The final step, first annealing optimization,
detempering process T = t,/LG (1 + T). If E(s*)) < E(s*), then
s* = s*; on the contrary, it indicates that the global optimal solu-
tion is the current optimal solution. The situation awareness
assessment process of the ANN-BP is optimized, as shown in
Figure 4. The ANN-BP model is optimized and used to observe
the current network condition, and the network grade differ-
ence is compared to determine whether it affects the current
network condition. ANN-BP was a situational awareness evalu-
ation process and a decision tree (DT).

2.2. Situational Assessment. Ten experts are selected to eval-
uate the system, which ensured the accuracy of the method.
Recurrent back propagation in data mining is fed forward
until a fixed value is achieved. After that, the error is com-
puted and propagated backwards.

The main difference between both of these methods is
that the mapping is rapid instatic back propagation while it
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TaBLE 1: Situational awareness level in cyberspace.

Situation

. 0.0~0.15 0.15~0.35 0.35~0.65 0.65~0.85 0.85~1.0
index values
Threat level * * %k * % % * % %k % % %k ok ok ok
s Normal The network is Network operation is ~ The network is attacked The network is invaded by a large
Description ) . . .
operation slightly attacked greatly affected more seriously number of viruses
Description Intrus%on Loss is not big System vulnerability is More seriously Serious alert
behavior more

*Safe, **medium threat, ***high threat, ****most threat, *****it indicates that the network is normal, and intrusion behavior does not exist.

TaBLE 2: Primary indicators and network situation grade matrix.

Grade High  Medium  Threat Safe
Threat * *o . —
Frailty * * . .
Victimization * o ok o prn
Stabilization e ok ws %

*Low, **medium, and ***high.

TaBLE 3: Primary index safety grade.

Grade High Medium Low

Threat index 0~0.375 0.375~0.685 0.675~1.0
Vulnerability index 0~0.275 0.275~0.585  0.585~1.0
Disaster tolerance index  0~0.375  0.485~0.785  0.785~1.0
Stability index 0~0.275 0.275~0.675  0.685~1.0

is nonstatic in recurrent back propagation. The condition of
the system is as follows:

1 .
Ei:;;aj,zzl,lm,m. (2)

The dispersion of the expert opinion is as follows:

(a;-E) i=1,2,.,m  (3)
1

Uiz

1 n
n—14%
=

where a; is the score taught by the j position, according
to the state potential special point, the full E; <1, Ai<0.6
is the second-level evaluation index, which is constructed
into the expected output of the second-level evaluation. This
experiment has 100 samples, 20 of which are test sets, and 80
of which are training sets. The network (Honeywall) topol-
ogy diagram is presented in Figure 5.

Figure 6 shows the first layer inputs the divine meridian
element n, that is, the n-dimensional vector X € R", where
X=(x,%, - ,x,)"; the output of [ neurons in the hidden
layer is X* € RL, X % = (x},x} ---,x*)", threshold 6, i € (1
D YER™, Y=(y,y, ,ym)T, threshold 0}, ie (1, m).
The weight from the input layer to the hidden layer can be
an n x| matrix, i.e, Wij{i€ (1,n),j€(1,1). Similarly, the

weight matrix from the hidden layer to the output layer is
Wi{ie(1,n),j€(1,1)}. Each element of the neural network

output is

x}‘:f(Zwixi—9>i=l,..'“,l, (4)
i=1

k
yi=f<Zwixi—0i>i=1,..'--,m. (5)

When the training sample s is sent to the output layer, it
is compared with the expected:

—

m—

B=1Y (- y,@)z. (6)

N =

i=0

The sum of training sample errors is the total error,
where E is the sigma count s =1, E(s) is the 1, 2 sigma count
s=1sigma m - I:

—_

count m—

NG G

s=1 i=

count
E= ) E¥=
1

s=

| =

where the “count” is the total number of samples.

According to equation (4), if E; (1) <e(I=1,2---,m) (e
is the specified minimum error number), then, the bundle
formation is trained, and the threshold value and corre-
sponding weight of the neuron are determined. Adjust the
weight along the negative gradient direction, that is

oE
AW, =—n—",
ij ”awij (8)

where # is called the learning coefficient, equation (6) is
transformed into

VRS B
AWm - _7I6my] > (9)

where [ is the number of layers, &', is the neuron in the
layer yﬁ.’l is the output of the j neuron in the layer: 1 =level
, while I < level.
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3. Results and Discussion

The specific steps of the experiment include Honeypot
installation and configuration, Honeywell shut down con-
struction and configuration, installation, my SQL database

login, and information collection. This experiment uses soft-
ware to build virtual simulation, and the Matlab platform is
employed to implement the standard ANN-BP. Table 4
shows the results of a comparison between the output of sev-
eral test samples and the expected output. The input data is
preprocessed by Ax; = (x; — min)/(X max — min), and the
data is quantified to the interval [0, 1]. The traditional
method of performing hyperparameter optimization has
been grid search, or parameter swap, which is simply a com-
plete search through a manually specified subset of the
hyperparameter space of the learning algorithm. Where x;
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TABLE 4: Actual output of test data.
Actual output 0.70 0.75 0.62 0.53 0.45 0.32 0.33 0.36 0.45 0.35
Expected output 0.72 0.74 0.67 0.51 0.40 0.36 0.29 0.35 0.40 0.30
Actual threat ¥k K * ok K * %k ok * %k * kK * * * % *
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FIGURE 7: Comparison between the situation value and the actual value of the ANN-BP assessment.

is the datum of the generation table, min is the minimum
value, and max is the maximum value. Figure 7 is the com-
parison result between the situation value evaluated by the
ANN-BP and the actual situation value. The ANN-BP algo-
rithm can evaluate the situation of situational awareness in
cyberspace, which weakens the human factor and improves
the objectivity and authority of the results and can deal with
nonlinear questions very effectively. The experimental

results show that not only do the 80 training sets based on
the ANN-BP model meet the evaluation of experts and pro-
fessors but also the 20 test sets are consistent with the actual
situation. The ANN-BP algorithm can evaluate the situation
of situational awareness in cyberspace, which weakens the
human factor improves the objectivity and authority of the
results and can deal with nonlinear questions very effec-
tively. The experimental results show that the modified BP
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oracle network can accurately evaluate the situational aware-
ness system in cyberspace. In this study, the ANN-BP algo-
rithm is used to quantitatively evaluate the level of
situational awareness in network space. First, the requirements
of situational awareness assessment in network space are ana-
lyzed. Then, in Figure 8, performance comparison of ANN-BP
and a decision tree the shortcomings of traditional ANN-BP
are introduced, and the defiring optimization method is used
for improvement. When these different models are employed
to make major predictions, stakeholders are seeking more
transparency and explanation. Results depicting the output
of ML models are crucial in cybersecurity, as specialists expect
substantially more information from the model than a simple
binary output for their analysis.

4. Conclusion

In this study, an ANN-BP creates a robust cyber situation
awareness model that enhanced cybersecurity by improving
intrusion prediction. A machine learning-based intrusion
detection system’s effectiveness and efficiency in detecting
threats to organizations and other network users are interest-
ing and valuable. Because cyber threats fall into a variety of
categories, certain machine learning algorithms may not be
able to detect them on a computer network. The relationship
between the level of cyber situational awareness and the per-
ceptual parameters quantitatively evaluates the situation of sit-
uational awareness. The variable step size learning strategy
and simulated annealing method are used for optimization
to build a virtual network environment, after the construction
and modelling of a threat detection prediction model, which
suggests a safe system than a single classifier. They are data-
oriented, which makes it easier to detect patterns in the data-
sets using the IDS classifiers. The proposed work offers better
precision (0.989) and 0.984 sensitivity, while its accuracy was
useful at 98.7% than the DT classifiers. It seems a small differ-
ence but important to note that there is a difference. This sys-
tem has importance for the computer network administrator.
Future work can introduce multiensemble algorithms in the
perception phase to improve IDS accuracy.
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