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In order to effectively evaluate the performance of juvenile basketball training, an evaluation model of juvenile basketball training
performance based on the PSO algorithm is proposed. According to the construction principle of the juvenile basketball training
performance evaluation index system, this paper constructs the juvenile basketball training performance evaluation index system
and uses analytic hierarchy process to determine the weight of the juvenile basketball training performance evaluation index.
Using the PSO algorithm, this paper constructs the evaluation model of teenagers’ basketball training performance, optimizes
its objective function, and obtains the optimal solution of the model, so as to realize the evaluation of teenagers’ basketball
training performance. The experimental results show that the proposed method can effectively evaluate the juvenile basketball
training performance, and the evaluation results have good training effect. It can effectively improve the authenticity of juvenile
basketball training performance evaluation and shorten the time required for juvenile basketball training performance evaluation.

1. Introduction

Basketball is one of the important components of mass
sports and competitive sports. It has a broad mass base
and is widely popularized and carried out all over the world
[1–3]. Including the jump, run, such as basketball movement
forms, in the process of participation in basketball, partici-
pants not only in physical quality and function of the human
body can get plenty of exercise and have played an impor-
tant role to the vitality of the life, laying a solid foundation
for body, for other life activities reached a positive role to
improve the quality of people’s life. Adolescent basketball
players are reserve talents for national basketball players.
Only by effectively realizing adolescent basketball training
can we ensure the sustainable development of basketball,
which is also the prerequisite for the revitalization of basket-
ball [4–6]. Basketball training regards “physical fitness” and
“technology” as two “metafactors,” and it is “physical fit-
ness” first and “technology” training. It is urgent to change
the concept of youth basketball training, change the thinking

of youth basketball training, and grasp the youth basketball
training. Training results are fundamentally produced by
the combination of “physical quality” and “special skills”
[7–9]. The evaluation of training results is an important part
of youth basketball training. Whether the evaluation is cor-
rect or not will affect the improvement of youth basketball
training level and training enthusiasm. Therefore, it is of
great significance to evaluate the performance of youth bas-
ketball training.

At present, scholars in related fields have studied the eval-
uation of basketball training performance and made great
progress. Reference [10] proposed a basketball player value
evaluation method based on wireless network and improved
Bayesian algorithm. Firstly, wireless sensor networks are used
to perceive the performance of basketball players on the court
and record various evaluation indicators. Secondly, the player
value evaluation model is established by improved Bayesian
algorithm and fuzzy comprehensive evaluation method.
Finally, the evaluation model showed better evaluation results
and a more equitable distribution of values through relevant
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tests and comparisons with coaches’ results. Reference [11]
proposed evaluation methods for basketball players and team
performance. A review of the background and advanced bas-
ketball metrics used in the National Basketball Association
and European Union competitions is designed to be used to
evaluate existing performance analyses of teams and players
and to analyze strategies by minimizing unpredictability. This
study provides valuable information for analyzing the basket-
ball performance of teams and players. Although the above
methods have made some progress, there are still some prob-
lems such as low authenticity of evaluation and long time
required for evaluation.

In view of the above problems, this paper proposes an
evaluation model of youth basketball training results based
on the PSO algorithm. By constructing the evaluation index
system of youth basketball training achievement, the weight
of evaluation index of youth basketball training achievement
is determined. By using the PSO algorithm, the evaluation
model of teenagers’ basketball training results is constructed,
and its optimal solution is carried out to realize the evalua-
tion of teenagers’ basketball training results. The model con-
structed by this method can effectively evaluate the scores of
youth basketball training with high authenticity and short
evaluation time.

2. Establishment of Evaluation Index System of
Youth Basketball Training Performance

2.1. Establishment Principles of Evaluation Index System of
Youth Basketball Training Performance

(1) Scientific principle: the establishment of the youth
basketball training performance evaluation index
system must be supported by scientific theoretical
basis. Be sure to accurately, objectively, and correctly
reflect the actual performance level and basic charac-
teristics of youth basketball players. At the same
time, the evaluation of indicators should be carried
out under fair and reasonable conditions, so as to
reflect the rationality of the indicator system

(2) The principle of objectivity: when selecting the eval-
uation indicators of youth basketball training perfor-
mance and formulating evaluation standards, it is
necessary to avoid using absolute indicators as much
as possible. The design and selection of indicators
should conform to the underlying essential charac-
teristics of basketball projects and can objectively
reflect the actual level of training performance of
young basketball players. It should reflect the
requirements of comprehensiveness and objectivity
to ensure comparability in the evaluation of training
performance

(3) Principle of relative independence: the relative inde-
pendence of evaluation indicators is an inevitable
requirement for establishing a scientific evaluation
system. In the specific description of the develop-
ment of training performance of individual youth
basketball players, the meanings of the indicators

cannot overlap. When selecting indicators, it is nec-
essary to formulate classification standards with
clear boundaries according to the essential character-
istics of the project, so that the indicators do not
interfere with each other and do not overlap with
each other. It is important that each evaluation met-
ric accurately and independently provides complete
information about training performance

(4) The principle of measurability: the theoretical analy-
sis of youth basketball training performance is the
basis for establishing the evaluation index system of
youth basketball training performance. At the same
time, the quantitative characteristics and operability
of the test indicators must be considered, and
whether they can be supported by data in reality.
Existing data should be used as much as possible to
guide the index setting. In the actual measurement
experiment evaluation process, the index data should
have the characteristics of being easy to operate

2.2. Components of the Evaluation Index System of Youth
Basketball Training Performance

(1) Evaluation index: according to the goal of youth bas-
ketball training performance evaluation, it is decon-
structed and analyzed by the designer of the
evaluation index, which can reflect the specificity of
the essential characteristics of the training perfor-
mance of the evaluation object. The main factor of
behavioralization is the connotation of the evalua-
tion index in this paper, which is the basis for the
value judgment of the evaluation object [12–14]

(2) Index weight: the index weight in this article refers to
the importance of each evaluation index in the youth
basketball training performance evaluation index
system. Assigning different weights to each indicator
is to enable each indicator to play its due role. This
value is called the weight of the corresponding indi-
cator [15–17]

(3) Evaluation standard: the evaluation standard in this
paper is to measure the degree to which young bas-
ketball players meet the requirements of the evalua-
tion index, which is mainly composed of three
elements: scale, intensity, and frequency. The scale
represents the grade of the evaluation results of the
youth basketball training performance; the intensity
refers to the specific degree to which the evaluation
index of the youth basketball training performance
meets the evaluation requirements; the frequency
refers to the relative times that the youth basketball
players achieve standardized behavior

2.3. Construction of the Evaluation Index System for Youth
Basketball Training Performance. Through the primary
selection of relevant indicators, combined with expert
screening and statistical optimization, the evaluation index
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system of youth basketball training performance is deter-
mined as shown in Figure 1.

As can be seen from Figure 1, in terms of basic technol-
ogy, these five indicators also reflect the characteristics of
basketball training sports with high exercise intensity and
dominant basketball skills. In terms of sports quality, 5 qual-
ity indicators correspond to 5 major qualities, respectively.
At the same time, in the process of quality evaluation, the
nature of this index can help to better observe the sports per-
formance of basketball trainers in the process of sports, so as
to make a corresponding qualitative evaluation for compre-
hensive consideration. It can be said that the establishment
of this system can more accurately reflect the training per-
formance of this group.

2.4. Determination of Weight of Evaluation Indicators for
Youth Basketball Training Performance. Analytic hierarchy
process (AHP) is one of the most widely used multi-index
evaluation methods, and its usage and environment are rel-
atively mature. It has a solid theoretical foundation, a com-
plete operation method, and process, and in practical work,
it has created a variety of variant processing methods. There-
fore, this study defines the weight of evaluation indicators
for of youth basketball training performance based on
AHP. The basic steps for calculating the weight of youth bas-
ketball training performance evaluation index based on AHP
are as follows:

(1) Establishing a hierarchical structure: this study takes
the youth basketball training performance as the tar-
get layer, the body shape, physical function, and ath-
letic quality as the middle layer, and the subordinate
10 indicators as the bottom layer

(2) Establish judgment matrix: AHP compares each
index on the same level with each other and lists

the comparison matrix according to the relative
importance level table of AHP, as shown in Table 1

The evaluation indicators determined in this study will
be made into a questionnaire based on a 9-point scale
according to the relative importance scale. Relevant experts,
professors, and coaches were asked to rate the importance of
each indicator, calculate the average score of each indicator,
and then construct the judgment matrix in combination
with the index score, as shown in Table 2.

(3) Calculate the weight: there are generally four calcula-
tion methods to determine the weight by the AHP
[18–20]. In this study, the square root method (the
matrix is first multiplied by rows and then raised to
the power) is used to calculate the indicator weights.
The specific methods are as follows.

Calculate the product Zx of the elements of each row of
the judgment matrix:

Zx =
Yn
y=1

Cxy, x = 1, 2, 3,⋯, n: ð1Þ

Calculate the n root of the product of each row (n is the
order of the judgment matrix):

Vx =
ffiffiffiffiffi
Zx

n
p

, x = 1, 2, 3,⋯, n: ð2Þ

Calculate the weight of each indicator:

ψx =
Vx

∑V
, x = 1, 2, 3,⋯, n: ð3Þ

According to the above formula, the weight of evaluation
index of youth basketball training performance, also known

Basic technology

Sports quality

Evaluation index system
of juvenile basketball
training performance

Ball control technology

Dribble technique

Defensive technique

Penalty basket technique

Shooting technique

Speed quality

Strength quality

Bounce ability

Endurance quality

Sensitive quality

Full court pass and layup

Comprehensive dribble

Slide defense

90s penalty basket

90s shooting

Half court triangle run

1 minute standing and
lying support 

Run up high

Ten × 15 meter turn back
run

Move left and right for 3
meters × 5 round trips 

Figure 1: The construct course of evaluation index system of youth basketball training performance.
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as weight coefficient, is the proportion of each index in the
overall index system. In the evaluation process of youth bas-
ketball training results, the evaluation of an athlete’s ability is
often through the comprehensive investigation of many
indicators, but according to the different ability, the impor-
tance of the test indicators is not the same. Therefore, the
weight coefficient can more clearly reflect which item is
more important. In the actual sports performance evalua-
tion, generally comprehensive evaluation, not only need to
evaluate the results of each indicator but also need to inte-
grate the results of each indicator into the overall result.

3. Evaluation Model of Youth Basketball
Training Performance under PSO Algorithm

3.1. PSO Algorithm. Particle swarm optimization (PSO) is a
population-based stochastic optimization technique that
mimics the swarm behavior of insects, herds, birds, and
schools of fish. These groups search for food in a cooperative
way, and each member of the group constantly changes its
search mode by learning its own experience and that of other
members [21–23].

Take the birds as an example. Assuming that the posi-
tion coordinate of the valley is ða0, s0Þ, the position of a bird
is ða, sÞ, and the velocity coordinate is ðva, vsÞ, and the dis-
tance from the current position to the valley is used:

d =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a − a0ð Þ2 + s − s0ð Þ2

q
: ð4Þ

When measuring the “goodness or badness” of flying
speed and position of a bird, the following standards should
be referred to the closer the bird is to the valley, the more
“good,” and vice versa, the “bad.” Inspired by this model,
an evolutionary optimization algorithm was designed, and

through continuous trial and error, the basic type of the
algorithm was finally fixed a:

va = va + 2 × rand × pbesta − að Þ + 2 × rand × gbesta − að Þ,
ð5Þ

a = a + va: ð6Þ

In formula (5), rand is a random number between [0, 1],
pbest is the best position that the individual can remember
once reached, and gbest is the best position that the individ-
ual can remember the entire group so far. The particle
swarm optimization algorithm regards the individual as an
abstract particle, that is, it has only position and velocity,
but no volume and mass. The procedure flow of this algo-
rithm is shown in Figure 2.

A more complete formalized representation of the PSO
algorithm is given below. The following is the application
of the PSO algorithm in continuous space optimization
problem. If M is used to represent the size of the particle
group. Then, in the L dimensional space, the coordinates

of every particle vector are P
!
i = ðpi1, pi2,⋯, pil ,⋯, piLÞ, the

velocity vector is represented as O
!

i = ðoi1, oi2,⋯, oil ,⋯, oiLÞ
, the best position of particle is represented as U

!
i = ðui1, ui2

,⋯, uil,⋯, uiLÞ, and the best position of the group is repre-

sented as Y
!

i = ðyi1, yi2,⋯, yil,⋯, yiLÞ. Based on the general
principle, when the POS algorithm is used to solve the mini-
mization problem, the optimized iterative operation of indi-
vidual position is as follows:

uli,t+1 =
pli,t+1, if F Pi,t+1ð Þ < F Ui,tð Þ,
uli,t , otherwise:

(
ð7Þ

For a group, its optimal position is the set of optimal
position of different individuals. The velocity and position
iteration formulas are

vdi,t+1 = vdi,t+1 + σ1 × rand × uli,t − pli,t
� �

+ σ2 × rand × uli,t − pli,t
� �

,

ð8Þ

Table 1: AHP relative importance level table.

Relative importance Definition Remark

1 Equally important Both contribute equally to the target

2 The importance is between 1 and 3 The contribution rate is between 1 and 3

3 Slightly important One contributes slightly more than the other

4 The importance is between 3 and 5 The contribution rate is between 3 and 5

5 Basically important One contributes more than the other

6 The importance is between 5 and 7 The contribution rate is between 5 and 7

7 Very important One contributes a lot more than the other

8 The importance is between 7 and 9 The contribution rate is between 7 and 9

9 Absolutely important One contributes more than the other

Table 2: General form of judgment matrix.

Q W1 W2 … WN

W1 1 W12 … W1N

W2 W21 1 … W2N

… … … … …

WN WN1 WN2 … 1
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adi,t+1 = adi,t + vdi,t+1: ð9Þ

In Equation (8), σ1 and σ2 are denoted as acceleration
factors. The weight obtained from the above formula reflects
the important position of the PSO algorithm in realizing the
goal, and the weight is also a reflection of the recognition
degree of the value of this index. The PSO algorithm is
widely used in various fields. In the field of sports, it involves
the selection of athletes, the monitoring of the national sys-
tem, the selection of athletes, the results of sports examina-
tions, and the quantitative evaluation of coaches. Due to
the comprehensive investigation of youth basketball players
physical and technical level of training and the ability of an
item, so in the need to make the corresponding weights of
each index, in order to better evaluate every levels of the
teenager athletes for the future focus on the development
of competitive ability and make up for weak technology pro-
vide a reference basis. The process of iteration of any particle
in each generation of the PSO algorithm is shown in
Figure 3.

According to Figure 3, from the perspective of sociology,
the velocity iteration formula, the first represents the parti-
cle’s trust in the current state of its motion, which is affected
by the previous speed. The position of the particle and its
distance from the optimal position jointly affect the second
part. The second part can be classified into the category of
cognition, which can reflect the thinking of the particle, that
is, the part where the particle’s motion comes from its own
experience. The distance between the particle’s current posi-
tion and its local or global optimal position determines the
third part, and is the “Social” part, which represents infor-
mation sharing and mutual cooperation between particles.
That is, the motion of a particle is derived from the part of
the experience of other particles in the group.

3.2. Building a Youth Basketball Training Performance
Evaluation Model. In order to realize the evaluation of youth
basketball training performance, this paper uses the PSO algo-
rithm to build a youth basketball training performance evalua-
tion model. The construction environment of the model is as
follows: basketball evaluation system is a yardwork to measure
athletes’ training results in a certain period of time, which plays
an important role in improving athletes’ level. Therefore, the
establishment of high-quality performance evaluation model
has important guiding significance for coaches and young ath-
letes’ daily training. The theoretical basis is that the improve-
ment of teenagers’ basketball training results is a repeated
and long-term cycle process, and teenagers can only improve
their own ability through continuous diagnosis and improve-
ment. The establishment of youth basketball training perfor-
mance evaluation model is an accelerator in the process of
performance improvement, which plays a role of diagnostic
feedback in the whole process. Feedback is proposed through
diagnosis, and then diagnosis feedback, and so on. The training
evaluation model based on the real scores of youth years plays
an important role in the improvement of scores. In addition,
the evaluation model is also of great significance to the coach-
ing ability of coaches and the management of decision makers.

The optimization problem of youth basketball training
performance evaluation is a combinatorial optimization
problem with nonlinear constraints. The specific formula is
as follows:

Particle population
initialization

Start

Particle fitness
evaluation

End

Are the termination
conditions met?

Y

N

Calculate the optimal location
of individual history

Calculate the historical
optimal position of the group

Update particle speed
and position

Figure 2: PSO algorithm flow chart.

Current speed
influence

Particle memory
effect

Group
influence

i
vt

iat

ivt+1

i
at+1

i
ut

iyt

Figure 3: Particle iterative process.
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min
k∈K

f kð Þ

s:t:
gi kð Þ ≤ 0, i = 1, 2,⋯, α
hj kð Þ ≤ 0, j = 1, 2,⋯, β:

( ð10Þ

Of which,

k = k1, k2,⋯, kmð ÞT ∈ Rm: ð11Þ

In formulas (10) and (11), k is a m-dimensional vector,
f ðkÞ is a function of k, and the optimization problem is the
solution when the objective function f ðkÞ takes a minimum
value. Inequality constraints and equality constraints can be
expressed by giðkÞ and hjðkÞ, respectively, and their specific
quantities can be expressed as α and β.

The optimization problem of youth basketball training
performance evaluation is a quantitative optimization,
allowing constraint deviation within a certain range, and
the equation constraint can be transformed into an inequal-
ity within a certain deviation for processing:

hj kð Þ�� �� − χj ≤ 0: ð12Þ

In formula (12), χj is the constraint offset of the j equal-
ity constraint. Therefore, the optimization problem can be
further transformed into the following formula:

min
k∈K

f kð Þ

s:t:g′δ kð Þ ≤ 0, i = 1, 2,⋯, 2β + α:
ð13Þ

The vector G = ðG1,G2,⋯,GιÞ represents the standard
deviation rate of the ι youth basketball training performance
evaluation index. Let HðgÞ, g = ðg1, g2,⋯, gιÞ ∈ Rm be the
joint distribution function of the random vector G, and let
ε = IG = ðIG1, IG2,⋯, IGιÞ be the mean vector of G.
ðϕijÞιi,j=1 is the variance-covariance matrix of G, where ϕij
= IðGi − εiÞðGj − εjÞ is the covariance of Gi and Gj. The dis-
tribution of various youth basketball training performance
evaluation indicators is a vector S = ðs1, s2,⋯, sιÞ, and the
mean-variance optimal evaluation combination model is
proposed:

min I SGð Þ = Sε

s:t:Var SGð Þ = S〠S ≤ φ

s ηð Þ
ι ≥ 0, 〠

ω

ι=1
s ηð Þ
ι = 1, ι = 1, 2,⋯, 10:

ð14Þ

In the youth basketball training performance evaluation

model, GðηÞ
ι = γðηÞι /γ′ðηÞι − 1 is used to represent the deviation

rate of reaching the standard of item ι in year η. The data of

the η year is used for analysis, and the vector GðηÞ = ðGðηÞ
1 ,

GðηÞ
2 ,⋯,GðηÞ

10 Þ is used to represent the deviation rate of the
10 youth basketball training performance evaluation indica-
tors in the η year. Estimate the mean vector and variance-
covariance matrix [24–26]:

κ = 1
λ
〠
λ

η=1
G ηð Þ, ð15Þ

μ = 1
λ
〠
λ

η=1
G ηð Þ − κ
� �

G ηð Þ − κ
� �

: ð16Þ

Construction of
evaluation index system
for teenagers' basketball

training performance

Start

Determination of weight
of evaluation index of

juvenile basketball
training performance

Construction of juvenile
basketball training

performance evaluation
model

End

PSO algorithm for solving
juvenile basketball training

performance evaluation model

Figure 4: Flow chart of youth basketball training performance
evaluation.

Table 3: The parameter values of the particle swarm optimization
algorithm.

Parameter Value

Acceleration factor 2

Particle size 20

Maximum speed 0.01

The maximum number of iterations 100

Table 4: Weights of youth basketball training performance
evaluation index system.

First-level indicator Weights

Basic technology 0.54

Athletic quality 0.46
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In formula (15), λ is the estimated value of the mean vec-
tor. Let Gι be the standard deviation rate of item ι, the youth
basketball training performance evaluation model can be
expressed as follows:

min f kð Þ = 〠
10

i=1
Gι × sι

s:t:Sϕ = 〠
10

ι=1
〠
10

j=1
sιsjϕij ≤ φ

s ηð Þ
ι ≥ 0, 〠

ω

ι=1
s ηð Þ
ι = 1, ι = 1, 2,⋯, 10:

ð17Þ

In formula (17), the risk threshold φ is calculated through
historical data analysis, and φ ∈ ½0:088, 0:14� can be obtained.
The objective function is optimized by using the PSO algo-
rithm, and the evolution is stopped until the end condition is
satisfied, and the optimal distribution ratio relationship sι of
the evaluation of youth basketball training performance is
obtained. Then, use the following function to get the youth
basketball training score that can guarantee the quality of the
evaluation, expressed by the following function:

max ν sð Þ = 〠
ω

ι=1

γ
ηð Þ
ι + sum ηð Þ × sι

ν
ηð Þ
ι

× ξι − ν − ν1ð Þ
 !

: ð18Þ

In formula (18), the independent variable is sι, that is, the
decision variable, and the function νðsÞ is the score of youth
basketball training. ι is the evaluation index of Wι youth bas-
ketball training performance, and γðηÞι is the original basic per-
formance value of the youth basketball training performance
evaluation index of item ι in year η. sumðηÞ is the total score
of youth basketball training in the η year, and sι is the ratio
of the performance value assigned to the ι youth basketball
training performance evaluation index obtained by optimizing
the objective function through the PSO algorithm to the total
youth basketball training score sumðηÞ. ξι is the weight of the
influence of the ι youth basketball training performance eval-
uation index on the excellent results of performance evalua-

tion. νðηÞι is the number of standard scores a teenager should
have in item ι in year η. The number of youths is represented
as ν, and the number of youths that join in basketball training
is represented as ν1.

Aiming at the actual distribution of the actual youth bas-
ketball training numbers and various youth basketball train-
ing performance evaluation indicators, the optimization
problem of youth basketball training performance evalua-
tion is formally described. The main constraint functions
of the comprehensive youth basketball training performance
evaluation optimization problem include the following:

s:t:Sϕ = 〠
10

ι=1
〠
10

j=1
sιsjϕij ≤ φ: ð19Þ

Proportional constraints for various youth basketball

training performance evaluation indicators are as follows:

s ηð Þ
ι ≥ 0, 〠

ω

ι=1
s ηð Þ
ι = 1, ι = 1, 2,⋯, 10: ð20Þ

3.3. Solving the Evaluation Model of Youth Basketball
Training Performance. On the basis of constructing the
youth basketball training performance evaluation model
above, the particle swarm optimization algorithm can be
used to find the optimal solution of the model. Combined
with the characteristics and advantages of particle swarm
optimization algorithm, it is a swarm intelligence algorithm
that is very suitable for solving the above problem.

First, a random training performance parameter is used
as the dimension of each particle in the PSO algorithm,
and the value range of each dimension is determined accord-
ing to the constraint relationship formula (20) in the actual
situation. Then, with reference to the determined number
of dimensions and the range of each dimension, the position
and speed of every particle can be initialized and set ran-
domly. Then, the global or local extremum gbest and indi-
vidual extremum pbest can be obtained, respectively, based
on the fitness function determined by the actual problem,
and then, the particles are updated according to the evolu-
tion formulas (5) and (6) of the PSO algorithm, respectively.
The POS algorithm can be terminated when the number of
population iterations is fixed or the fitness function meets
the lower limit condition. Among them, the global extre-
mum gbest is the optimal solution, and the optimal value
is the value of the fitness function.

The specific execution steps of the PSO algorithm are as
follows:

Step 1. Initialize the random speed and position of particle
swarm. A particle has 10 dimensions, and each dimension
represents an evaluation index of youth basketball training
performance.

Step 2. Combined with the location of the particle and the
fitness function, the fitness function value of each particle
can be calculated, and the new position of the particle can
be defined by POS algorithm.

Step 3. Using the previous step, the fitness value of each par-
ticle and the fitness value of ui optimal position are com-
pared and analyzed. If the former is better, the particle
fitness value can be regarded as the current optimal position
pbest.

Step 4. The fitness values of each particle and the global opti-
mal position yi are compared and analyzed. If the former is
better, it can be regarded as the location gbest of global opti-
mal solution of particle swarm optimization.

Step 5. Evolve the velocity and position of the particle
according to the evolution equation.
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Step 6. The iteration can be ended when the adaptive value is
good or achieved the maximum algebraic Dmax. If the ending
requirements are not met, it need to return to Step 2 and
perform operations in sequence.

Combined with the above operation process, it can effec-
tively evaluate the performance of youth basketball training.
The evaluation process of youth basketball training perfor-
mance is shown in Figure 4.

4. Experimental Analysis

The following mainly verifies the effectiveness and practicabil-
ity of the algorithm in this research. According to the above
evaluation model, taking a youth basketball team as the
research object, the expert consultation questionnaire was
implemented to verify the application effect of the PSO algo-
rithm in the evaluationmodel of youth basketball training per-
formance. The MATLAB simulation software is used as the
experimental platform, and Windows 7 is used as the operat-
ing system. In the PSO algorithm, the number of iterations is
specified and a threshold is given. Once the solution within
the standard range is reached, the iteration stops automati-
cally; otherwise, the number of iterations is completed to avoid
falling into the local optimum problem. After many experi-
ments and comparisons, the parameter values of particle
swarm optimization algorithm are shown in Table 3.

According to the statistical results of the expert consulta-
tion questionnaire, it can finally get the weight of the evalu-
ation index system of youth basketball training performance
by using the analytic hierarchy process to calculate the pro-
cess and calculating and analyzing through the mathematical
method. The weight calculation results are shown in Table 4.

In this study, the percentile method was used to establish
a grading standard for the evaluation of youth basketball
training performance, as shown in Table 5.

In this study, a total of 8 members of the youth basket-
ball team were set as the test and evaluation objects, the eval-
uation data of youth basketball training performance was
collected by on-site measurement. According to the evalua-
tion standard of youth basketball training performance, the
grades were divided and scored, and finally, the evaluation
results of youth basketball training performance were
obtained. The specific results are as follows.

According to Table 6, among the 8 subjects, 5 were rated
as A, 2 were rated B, and only 1 was rated C. There are 4
people who are rated A for sports quality performance, 3
people are B, and only 1 person is C. There are 5 students
who are rated as A and 3 who are rated as B in their overall
youth basketball training performance. To sum up, the test
results show that youth basketball training has good training
results and should continue to be maintained, while continu-
ing to seek breakthroughs in explosive power and bounce.

On this basis, this study also verifies the validity of the
training performance evaluation of the proposed algorithm

Table 5: The evaluation level standard of youth basketball training performance.

First-level indicator
Grade standard

A B C D E
<10% 10%-25% 25%-75% 75%-90% >90%

Basic technology 6.28-7.74 4.73-3.96 3.35-2.76 2.75-1.38 <1.38
Athletic quality 3.72-1.26 3.27-3.04 2.65-2.24 1.75-0.62 <0.62
Total score 10-9 8-7 6-5 4-2 <2

Table 6: The results of evaluation level of youth basketball training
performance.

Subject Basic technology Athletic quality Overall review

1 A A A

2 B B B

3 B A A

4 A A A

5 A C B

6 C A B

7 A B A

8 A B A
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Figure 5: Comparison results of correct indices for youth
basketball training performance evaluation with different methods.
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and defines the evaluation index according to the correct
index. The size of the correct index is positively correlated
with the validity of the evaluation algorithm in this study.

τ = 1 − υx + υy
� �

: ð21Þ

In formula (21), υx is the false negative rate and υy is the
false positive rate. Through the comparative study of this
research method and the methods in reference [10] and refer-
ence [11], the correct indicators of basketball training perfor-
mance evaluation under different algorithms are analyzed.

According to Figure 5, when there were 8 subjects, the
mean value of the correct index in the evaluation of adoles-
cent basketball training results in the method of reference
[10] was 0.82, and the mean value of the correct index in
the evaluation of adolescent basketball training results in
the method of reference [11] was 0.71. However, the average
value of the correct index for the evaluation of youth basket-
ball training results by the proposed method is as high as
0.96. It can be seen that the evaluation accuracy index of
the proposed method is higher, indicating that the evalua-
tion accuracy of the proposed method is higher.

The time needed to further verify the proposed method
to evaluate the scores of youth basketball training. The
method in reference [10], the method in reference [11],
and the proposed method are, respectively, used for compar-
ison, and the comparison results of the time required for
evaluation of youth basketball training results by different
methods are shown in Figure 6.

According to Figure 6, as the number of iterations
increases, the time required for evaluation of youth basketball
training results by different methods increases. When the
number of iterations is 400, it takes 1.18 s for the evaluation

of the youth basketball training result of the method in refer-
ence [10] and 0.9 s for the evaluation of the youth basketball
training result of the method in reference [11], while it takes
only 0.52 s for the evaluation of the youth basketball training
result of the proposed method. Therefore, it can be seen that
the time required for evaluation of youth basketball training
results under the proposed method is relatively short.

To sum up, the PSO algorithm-based evaluation model
of adolescent basketball training scores enables adolescents
to have good training scores, and the mean value of the cor-
rect evaluation index of the training scores is as high as 0.96.
The evaluation of adolescent basketball training scores by
the proposed method has high authenticity. The evaluation
time is only 0.52 s, and the model has good performance.

5. Conclusion

The evaluation model of youth basketball training perfor-
mance designed in this study gives full play to the advantages
of POS algorithm, builds up the evaluation index system based
on the construction principle, and determines the weight of
the evaluation index. The PSO algorithm is used to construct
a youth basketball training performance evaluation model
and solve it. The method can greatly enhance the authenticity
of youth basketball training performance evaluation and
shorten the evaluation time of youth basketball training per-
formance, and the evaluation results have good youth basket-
ball training performance. But this paper only considers 10
indicators in the indicator system for research. Therefore, in
the following research, how to carry out detailed analysis
and research according to the complex actual situation has
great research value and prospect.
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