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With the continuous development of China’s market economy, market competition has become increasingly fierce. In this
context, enterprises will face more and more problems. Among them, the financial crisis is undoubtedly the most significant
and the biggest problem that threatens the survival and development of enterprises, and it is an unavoidable problem for all
enterprises. Irregular accounting information disclosure is an important factor that leads to the financial crisis of enterprises.
Because accounting information contains a lot of important financial information within the enterprise, if the information is
not disclosed in compliance with the norm, it will cause immeasurable financial crisis to the enterprise. Therefore, it is of great
significance to establish an effective financial crisis beforehand warning system and avoid the noncompliant disclosure of
accounting information in order to avoid and control the occurrence of financial crisis in enterprises that threaten the survival
and development of enterprises. At present, artificial neural network technology is constantly developing and improving with
the development of science and technology, and it has been proven that it has remarkable performance for handling nonlinear
data, which provides new ideas and technical support for enterprises” financial crisis beforehand warning. This article is aimed
at studying accounting information disclosure and financial crisis beforehand warning based on an artificial neural network.
Based on the BP learning algorithm of the artificial neural network, an accounting information disclosure test and financial
crisis beforehand warning model were constructed, and with the help of this model, the accounting information disclosure test
and financial crisis beforehand warning experiment with H company as an example were carried out, and the conclusions were
drawn: the accounting information disclosure test and financial crisis beforehand warning model based on the artificial neural
network BP learning algorithm reduce the company’ s financial loss by 8% by reducing the company’ s noncompliant
accounting information disclosure rate, and the accuracy rate of the company’ s financial crisis beforehand warning is also
increased by 35%.

1. Introduction

The changes in the market competition environment
brought about by economic globalization and the rapid
development of China’s market economy have led to
increasingly fierce market competition. In such an economic
environment, enterprises and listed companies are very
likely to encounter financial crises. Financial crisis is a major
problem that can directly affect or threaten the survival and
development of enterprises and listed companies among all
the problems that enterprises or listed companies will face.

Once an enterprise or company has a financial crisis, it is
very easy to cause the enterprise or company to suffer huge
economic losses, and even the losses suffered will directly
lead to the demise of the enterprise or company. Therefore,
avoiding financial crisis is of great significance to the survival
and development of enterprises and companies. Further-
more, after the financial crisis of 2008, corporations have
become increasingly aware of the fragility of the entire finan-
cial and economic system. The fragility of the financial sys-
tem’s economic system means that if a large number of
companies are caught in an unfathomable financial crisis at
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the same time, it is likely to trigger a new financial crisis,
which in turn will cause huge turbulence in the global econ-
omy. Therefore, more and more domestic and foreign enter-
prises and companies have regarded strengthening the early
warning and prevention of financial crisis as an important
measure to prevent financial crisis. Irregular accounting
information disclosure is a major cause of financial crisis
in enterprises or companies. Therefore, more and more
enterprises and companies are trying to establish an effective
accounting information protection system and financial cri-
sis beforehand warning system before the outbreak of the
economic crisis, so as to strengthen the supervision and con-
trol of the financial factors of enterprises or companies with
potential threats, so as to prevent problems before they
occur. The current main financial crisis beforehand warning
methods can be briefly summarized as traditional statistical
methods and artificial intelligence methods. The advantage
of the traditional statistical method is that the specific ana-
Iytical formula can be obtained simply and intuitively, and
it has certain advantages in understanding the entire finan-
cial crisis beforehand warning model. However, its defect lies
in the strict restrictions on independent variables, which
often require independent variables to meet a series of statis-
tical characteristics. And the assumptions of traditional sta-
tistical methods are only a special case of the actual
situation, sometimes far from the actual economic situation.
This makes the traditional statistical model unable to fit the
actual data well, thus lacking convincing. Among the artifi-
cial intelligence methods, the utilization of artificial neural
network model is the most representative. An artificial neu-
ral network, regarded as a neural network, is a mathematical
model that imitates a biological neural network for informa-
tion handling. The artificial neural network has strong infor-
mation and data handling advantages, so it has been widely
used in various fields, and it also has certain application
value for preventing noncompliant accounting information
disclosure and financial crisis beforehand warning.

The innovation of this study is that (1) taking H com-
pany as an example, it explores its accounting information
disclosure and financial crisis beforehand warning based
on the artificial neural network. (2) Based on the artificial
neural network BP learning algorithm, an accounting infor-
mation disclosure test and financial crisis beforehand warn-
ing model were established, and with the help of this model,
the accounting information disclosure test and financial cri-
sis beforehand warning experiment of H company from
2018 to 2021 were carried out, and the results were obtained.

2. Related Work

Since the artificial neural network has certain application
value in various fields, many researches related to the artifi-
cial neural network have emerged in the academic circle in
recent years. Among them, Alanis studied the application
of a Kalman filter loop training algorithm based on the arti-
ficial neural network in electricity price and verified the
applicability of the prediction scheme he proposed through
experiments [1]. Isik combined with artificial neural net-
work technology to carry out research on a meteorological
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data forecasting system. He modeled the data obtained from
the General Administration of Meteorology through artifi-
cial neural networks and an adaptive network-based fuzzy
inference system and proposed an effective weather forecast-
ing system [2]. Khorasani and Yazdi’s research focuses on
the prediction of dynamic surface roughness during metal
cutting operations. They proposed a general dynamic sur-
face roughness monitoring system for metal cutting opera-
tions based on artificial neural networks [3]. Safa et al.
studied the role of artificial neural networks in simulating
wheat production. They eventually developed an artificial
neural network model capable of directly using direct and
indirect technical factors to predict wheat yield under dif-
ferent conditions and farming systems [4]. Tarawneh
developed an artificial neural network model to predict
the value of N60 based on GPT data through his research,
and the experiment proved that the model has good accu-
racy and acceptability [5]. Li et al. studied how to use neu-
ral networks to control grid-connected rectifiers/inverters
to alleviate the limitations of three-phase grid-connected
converters in renewable energy and power system applica-
tions and proposed an effective artificial neural network
based the neural vector control strategy of the network
[6]. Although these studies are closely related to artificial
neural networks, the research angles of these studies are
relatively single, which results in insufficient practicality
of the research conclusions.

3. Accounting Information Disclosure and
Financial Crisis Beforehand Warning Based
on the Artificial Neural Network

3.1. Artificial Neural Networks. The artificial neural network,
also known as a neural network, is an emerging interdisci-
plinary subject developed on the basis of studying the learn-
ing ability and operating mechanism of biological neural
networks. The neural network is a mathematical model that
imitates a biological neural network for information han-
dling, which originated in the 1940s [7]. Neural networks
have strong computing power and can simultaneously com-
plete many learning tasks and solve many specific problems.
At the same time, the information processing ability of the
artificial neural network is also strong, and it can make rele-
vant processing on the input data and information according
to the specified requirements. The artificial neural network is
connected by many physical cell units according to certain
rules, and the structure of its physical cell units is very sim-
ple. The working principle of the artificial neural network is
that all cell units participate in the dissemination and han-
dling of information at the same time, and this way is consis-
tent with the way the biological neural network processes
information. Neural networks also store information in the
connected structures of individual physical cell units. There-
fore, it can be said that the artificial neural network is a
physical information handling system that uses physical
principles and media to imitate the structure of human brain
nerve cells and the way of information transmission [8]. The
artificial neural network is shown in Figure 1.
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FiGURE 1: Artificial neural network.

3.2. BP Neural Network. The BP neural network is one of the
many types of artificial neural networks, and it is the abbre-
viation of the feedforward neural network with reverse prop-
agation of errors [9]. The BP neural network is currently the
most mature and widely used neural network model. It is
mainly used in the fields of function approximation, accu-
rate pattern classification and recognition, and data com-
pression. The full name of the BP neural network is
backpropagation network. The reason why it has this name
is that the adjustment rule of its network weights adopts
the backpropagation learning algorithm, that is, the BP
learning algorithm. The BP learning algorithm is a multi-
layer network that uses nonlinear differentiable functions
for weight training. The BP neural network has simple struc-
ture, strong plasticity, clear mathematical meaning, and clear
learning algorithm steps. It has been widely used in the fields
of function approximation, accurate pattern recognition and
classification, learning classification, and data compression
[10]. According to statistics, 85%-90% of the neural network
models use the BP neural network or its variations, and the
BP network embodies the most critical part of the artificial
neural network theory. Studies have shown that 3-layer BP
neural networks can approximate functions with arbitrary
precision. The learning process of the BP neural network
consists of two parts: forward propagation and backpropaga-
tion of input data and information. In the forward propaga-
tion process, the input samples are processed from the input
layer through the hidden layer and transmitted to the output
layer, in which the neuron state of each layer only affects the
neuron state of the next layer. As a typical feedforward net-
work, the BP neural network arranges neurons in layers: the
first layer is the input layer, the second layer is one or more
hidden layers, and the last layer is the output layer. Each
layer of neural units can only connect to and transmit infor-
mation to the adjacent neural unit layers. During the con-
struction of the system, two different learning signals are
transmitted from the positive and negative directions, and
the information contained in the input variable is transmit-
ted in the forward direction, from the input layer to the hid-

den layer and then from the output layer. The adjustment of
the information transmitted by the neurons in each layer
depends only on the output of the neurons in the previous
layer. If the expected value cannot be output at the output
layer, it turns to backpropagation. At this time, the error
signal propagates from the output layer to the input layer
and adjusts the connection weights of each layer and the
bias value of the neurons in each layer along the way, so
that the error signal is continuously reduced. In the pro-
cess of actually dealing with the problem, after repeated
iterations, when the error reaches the expected value, the
training process of the BP neural network is ended. In
short, the BP neural network model transforms the prob-
lem that needs to be solved with input variables and out-
put results into the problem of nonlinear functions to find
the optimal solution. Such a model can be viewed as a
mapping from input to output, which itself is highly non-
linear [11, 12]. The basic structure of the BP neural net-
work is shown in Figure 2.

3.3. BP Learning Algorithm. The learning method of the BP
neural network is supervised learning, and the training pro-
cess needs to provide input vector a and expected output b.
During the training process, the weights and biases of the
network are adjusted according to the network error perfor-
mance, and the desired function is finally achieved. The for-
ward neural network still uses the mean square error as the
default network performance function, and the process of
network learning is the process of minimizing the mean
square error [13].

There is an n-layer neural network, the input variables
are input in a specific way P, and the sum of the input infor-
mation of the m-th cell unit of the c-th layer of the neural
network is U¢ . And use V¢, to represent the result of the
m-th neural cell unit and use W,,; to represent the relation-
ship weight between the m-th neural cell unit in this layer
and the result of the j-th neural cell in the upper layer, and
f represents the functional relationship between the input
information and the output information. Then, the
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relationship between the input and output variables is as
follows [14]:

Vi =f(vh), M

U::n = Zwmijgl. (2)
J

First, use the function g to represent the error function,
which means that the sum of the squares of the difference
between the actual output result and the expected result is
set as expected:

9=32(71-2)" g

J

y; in the formula represents the expected output value of
the entire neural network model and v represents the actual

result of the system after information transmission, which is
a function obtained according to the connection weight and
input method. The main significance of this expression is to
make the actual output result approach the expected output
value by finding the minimum value of the error function. In
order to achieve the solution purpose, a nonlinear program-
ming method can be used to make the error function
decrease rapidly along the gradient direction [15]. The
update amount Aw,,; of its weight w,,; is as follows:
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In the formula, & represents the parameter of the
learning rate and takes a positive value. And Aw,,; repre-

sents the obtained parameter update value. Find the for-
mula for d}:
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And if f (U]'”) is taken as a nonlinear function, then

UCHE m (12)

f(U;.ﬂ) = V(1= VE). (13)

If m is not a neural cell unit of the output layer but is
located in the hidden layer, the situation is as follows:

dg dg
= § —_w 14
ovyt 4vougt M (14)
which is
dg
7= § W d°, 15

The calculated final output value is then

&, = V;.“(1 - V;“)- w,,d (16)

mj“m

After calculation, it can be concluded that the error
signal d;" of the c layer is proportional to the error signal

of the m — 1 layer, indicating that they are adjusted in the
same direction. It can be concluded from the calculation
process that the signal transmission principle of the BP
neural network is to compare the actual output V7'

obtained by the forward transmission of the independent
variable with the expected output value to obtain the error
function. And through a series of parameter adjustments,
the connection weights are modified to reduce as much
as possible the error between the actual result and the
desired result [16]. The process of the entire BP learning
algorithm can be shown in Figure 3.

4. Experiment of Accounting Information
Disclosure and Financial Crisis Beforehand
Warning Based on the Artificial
Neural Network

4.1. Experimental Method. The experimental methods and
main steps adopted in this experiment are as follows: First,
the main method of the experiment is to establish an
accounting information disclosure test and financial crisis
beforehand warning model based on the artificial neural net-
work BP learning algorithm, and use this model to conduct
experiments and analysis of accounting information disclo-
sure and financial crisis beforehand warning. Secondly, the
experimental object selected in this experiment is company
H, a listed company in Shenzhen, hereinafter referred to as
company H. After determining the experimental objects, rel-
evant indicators are selected and data processing is carried
out in combination with the experimental requirements.
Then the experiment is carried out on the model training
and testing of accounting information disclosure test and

financial crisis early warning model established by BP learn-
ing algorithm based on the artificial neural network. And
through calculation, it is judged whether the disclosure of
accounting information is more in line with the norms after
the training and testing of the accounting information dis-
closure test and financial crisis early warning model estab-
lished by the BP learning algorithm based on the artificial
neural network, and the accuracy rate of financial early
warning for listed companies. This leads to the experimental
conclusion [17].

4.2. Experiment Index Selection and Data Handling

(1) Selection of experimental indicators

This experiment mainly selected the following four spe-
cific accounting and financial indicators of H company:
profitability index, solvency index, operating ability index,
and development ability index [18], as shown in Table 1.

The four indicators in Table 1 can comprehensively
reflect the financial information of H company in four
aspects, including profitability, solvency, operating ability,
and development ability, which meet the needs of the exper-
iment. Next, the relevant data in the selected indicators
should be processed, and the processed data will be used as
the input value for the accounting information disclosure
test and financial crisis beforehand warning model of test
and training constructed based on the BP algorithm [19].

(2) Data handling

The relevant data in the index selected in the experimen-
tal index selection step is used as the input value of the
accounting information disclosure test and financial crisis
early warning model training and testing established based
on the BP learning algorithm. And the experiment will
screen and classify the accounting information disclosure
data and financial crisis warning data of H company from
2018 to 2021. The screening and classification of data mainly
follow the principle of correlation between the data and the
company’s financial crisis information. The data with higher
correlation with the company’s financial crisis information
has higher testing value for this experiment. Although the
artificial neural network has strong information handling
ability, if the input financial data is not enough, the account-
ing information disclosure test and financial crisis before-
hand warning model constructed by the BP learning
algorithm based on the artificial neural network cannot play
its own advantages. Therefore, in order to avoid errors
caused by insufficient financial indicator data, it is necessary
to repeatedly screen and classify as much data as possible to
reduce errors as much as possible [20].

4.3. Accounting Information Disclosure Test Based on the BP
Learning Algorithm Test Model. First, the accounting infor-
mation disclosure test and financial crisis beforehand warn-
ing model constructed based on the artificial neural network
BP learning algorithm in this experiment are shown in
Figure 4.
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TaBLE 1: Experimental indicators.

Index Instruction

Profitability Reflects the capital appreciation ability of an enterprise and is the core of all financial indicators of an enterprise

Solvenc Reflects the short-term and long-term solvency of an enterprise, including indicators such as current ratio and asset-
Y liability ratio

Operating . . e

capacity Be used to measure the management efficiency of corporate finance and the effectiveness of corporate asset utilization

Development Reflects the financial growth ability of the enterprise and is obtained through the inspection of indicators such as the

ability growth rate of total assets and the growth rate of operating income

The model in Figure 4 is relatively clear and shows the  experiment. Next, this paper will first conduct the account-
model testing and training process of the accounting infor-  ing information disclosure test based on the BP learning
mation disclosure test and the financial crisis early warning  algorithm accounting information disclosure test and
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financial crisis beforehand warning model. The purpose of
this accounting information disclosure test is to test whether
the BP learning algorithm model based on the artificial neu-
ral network is effective in reducing the noncompliant
accounting information disclosure rate. So the main steps
of the test are as follows: first selecting the accounting infor-
mation disclosure rate of H company from 2018 to 2020 and
the company’s financial loss data due to noncompliant
accounting information disclosure and then comparing with
the company’ s accounting information disclosure rate based
on the BP learning algorithm model in the four quarters of
2021 and the company’ s financial loss data due to noncom-
pliant accounting information disclosure during this period.
Finally, through the comparison results, it is judged whether
the accounting information disclosure test model based on
BP learning algorithm is effective in reducing the noncom-
pliant accounting information disclosure rate and thus

reducing the financial loss caused to the company. First,
the accounting information disclosure rate of H company
from 2018 to 2020 and the financial loss data caused by non-
compliant accounting information disclosure to the com-
pany are shown in Figure 5.

From Figure 5, it can be concluded that between 2018
and 2020, the maximum accounting information disclosure
rate of company H was 40% of that in 2020. Among them,
the largest financial loss rate caused by noncompliant
accounting information disclosure to the company is 24%.

The accounting information disclosure rate of company
H based on the BP learning algorithm model during the four
quarters of 2021 and the company’s financial loss data due to
noncompliant accounting information disclosure during this
period are shown in Figure 6.

As can be seen from Figure 6, after the testing and train-
ing of the accounting information disclosure test model
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based on the BP learning algorithm, the maximum account-
ing information disclosure rate of H company in 2021 will
be 20% in autumn. The largest financial loss rate for the
company due to noncompliant accounting information dis-
closure was 16% in winter. It is not difficult to compare these
data with the relevant data of H company from 2018 to
2020. Compared with 2020, the maximum accounting infor-
mation disclosure rate of H company in 2021 will drop by
20%. The maximum financial loss rate for companies due
to noncompliant accounting disclosures was reduced by
8%. This also reflects that after the testing and training of
the accounting information disclosure test model based on
the BP learning algorithm, the noncompliant accounting
information disclosure rate of H company in 2021 will be
significantly lower than that in 2020. That is to say, the
accounting information disclosure test model based on the
artificial neural network BP learning algorithm has a good
effect in reducing the noncompliant accounting information
disclosure rate and thus reducing the financial loss caused to
the company.

4.4. Financial Crisis Beforehand Warning Experiment Based
on the BP Learning Algorithm Beforehand Warning Model.
Next, this paper will carry out the beforehand warning
experiment of H company’s financial crisis based on the
BP learning algorithm beforehand warning model. The basic
steps taken in this financial crisis beforehand warning exper-
iment are as follows: first, extracting the financial crisis data
of H company from 2018 to 2020 and the corresponding
financial crisis beforehand warning accuracy data. Then,
the financial crisis beforehand warning model established
based on the artificial neural network BP learning algorithm
is for testing and training the relevant financial data and
financial crisis beforehand warning data of H company in
the first three quarters of 2021. Afterwards, the company’s
financial crisis warning for the fourth quarter was remade.

After verification, the precision rate of financial crisis before-
hand warning for the fourth quarter of 2021 was calculated
and compared with the average financial crisis beforehand
warning rate of company H from 2018 to 2020. Therefore,
it is judged that the financial crisis beforehand warning
model based on the artificial neural network BP learning
algorithm is effective for the financial crisis beforehand
warning of listed companies.

First, the 2018-2020 financial crisis data of company H
and the corresponding financial crisis beforehand warning
accuracy data are exhibited in Figure 7.

It can be seen from Figure 7 that between 2018 and 2020,
company H experienced the most financial crisis in 2018. At
that time, the frequency index of financial crisis was 4.3, and
from 2018 to 2020, the highest precision rate of financial cri-
sis beforehand warning of H company was also in 2018, and
the beforehand warning accuracy rate was 60%. The average
financial crisis beforehand warning accuracy rate of H com-
pany from 2018 to 2020 was 55%.

After using the financial crisis beforehand warning
model in view of the artificial neural network BP learning
algorithm to conduct certain tests and training on the rele-
vant financial data and financial crisis beforehand warning
data of H company in the first three quarters of 2021, the
results are shown in Table 2.

The data in Table 2 shows that among the four major
quarters of 2021, the number of financial crises in the spring
is the highest, and the accuracy of financial crisis warnings in
the winter is the highest. Combined with the results of
Table 2, after the company’s financial crisis warning for
the fourth quarter is remade, the financial crisis and finan-
cial crisis warning accuracy data of company H in the four
quarters of 2021 are shown in Figure 8.

It can be concluded from Figure 8 that among the financial
crisis and beforehand warning data of company H in the four
quarters of 2021 based on the artificial neural network BP
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TABLE 2: Test and training results of the financial crisis beforehand
warning model.

Number of crises that Crisis warning

Season

occurred accuracy
Spring 30 60%
Summer 20 50%
Autumn 23 80%
Winter 15 90%

learning algorithm beforehand warning model, the financial cri-
sis occurred most frequently in spring, with a frequency of 30%.
The highest accuracy rate of beforehand warning of financial
crisis was 90% in winter. From this, it can be concluded that
the accuracy of the financial crisis beforehand warning rate of
company H in 2021 is 35% higher than that of the average
financial crisis beforehand warning rate of company H in the
three-year period from 2018 to 2020. This shows that the finan-
cial crisis beforehand warning model based on the artificial neu-
ral network BP learning algorithm has a good effect on the
company’ s financial beforehand warning, and the beforehand
warning accuracy has been improved.

This is the end of the whole experiment. Combining the
experiments, the following conclusions can be drawn: the
accounting information disclosure test and the financial cri-
sis beforehand warning model in view of the artificial neural
network BP learning algorithm are more effective in reduc-
ing the company’ s noncompliant accounting information
disclosure, reducing the financial loss caused to the company
and improving the accuracy of the company’s financial crisis
beforehand warning. By reducing the disclosure rate of non-
compliant accounting information, the company’s financial
loss has been reduced by 8%, and the accuracy of the com-
pany’s financial crisis warning has also increased by 35%.
This has certain reference significance for the application
value of accounting information disclosure test and financial
crisis early warning model based on the artificial neural net-
work BP learning algorithm.

5. Discussion

With the continuous development of the social economy and
the continuous changes of the global economic situation, the
financial crisis has become a problem that enterprises have
to face and can most threaten the survival and development
of enterprises. If the financial crisis that will appear in the
enterprise cannot be more accurately warned and timely mea-
sures are not taken to avoid the crisis, the enterprise is likely to
face huge financial losses, which will directly affect the survival
and development of the enterprise [21]. However, in order to
improve the accuracy of early warning of corporate financial
crisis and take timely measures to avoid the crisis, advanced
methods and technical support are inseparable.

The artificial neural network is a mathematical model
that imitates a biological neural network for information
handling. It has powerful information and data handling
capabilities. The BP neural network is one of the many arti-
ficial neural networks. It is a feedforward neural network
with reverse propagation of errors and is widely used. The
BP learning algorithm based on the BP neural network is a
supervised learning and training algorithm, which outputs
the expected value by continuously adjusting the weight of
the input value and reducing the error [22].

This paper establishes an accounting information disclo-
sure test and financial crisis early warning model based on
the artificial neural network BP learning algorithm. And based
on this model, the accounting information disclosure test and
financial crisis early warning experiment are carried out, tak-
ing the accounting information disclosure and financial crisis
early warning situation of H company from 2018 to 2021 as
an example. The experimental conclusion is shown as follows:
the accounting information disclosure test and the financial
crisis beforehand warning model in view of the artificial neural
network BP learning algorithm are relatively effective in
reducing the company’s noncompliant accounting informa-
tion disclosure, thereby reducing the financial loss caused to
the company and improving the accuracy of the company’s
financial crisis beforehand warning.
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6. Conclusion

Based on the research subject of accounting information dis-
closure and financial crisis beforehand warning based on the
artificial neural network, this paper establishes an account-
ing information disclosure test and financial crisis before-
hand warning model in view of the artificial neural
network BP learning algorithm. And this paper carried out
the relevant accounting information disclosure test and
financial crisis beforehand warning experiment. Finally, it
is found that the accounting information disclosure test
and financial crisis beforehand warning model based on
the artificial neural network BP learning algorithm are both
effective in reducing the company’s noncompliant account-
ing information disclosure, thereby reducing the financial
loss caused to the company and improving the accuracy of
the company’ s financial crisis beforehand warning. The
research in this paper provides a certain degree of reference
for the application of artificial neural network technology in
accounting information disclosure and financial crisis early
warning. It is hoped that this paper can play a certain role
in promoting the research on accounting information dis-
closure and financial crisis early warning based on the artifi-
cial neural network.

However, due to the limited research conditions and
level of this paper, there are still some deficiencies in the
research of this paper; for example, the innovation of
research methods needs to be improved. It is believed that
there will be more excellent researches on the application
of the artificial neural network in accounting information
disclosure and financial crisis warning in the future.
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