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Purpose. Based on artificial intelligence technology, this paper uses the real-time data measured in the monitoring waters and the
minimum value of the inversion result map to analyze the logarithmic function relationship. Methods. Multitarget tracking
algorithm was used to detect lake water quality. A spectral colour difference formula for detecting heavy metal ions in lake
water is proposed. Results. The research results show that the content of metal ions in water must be detected, and the research
method used in this paper is very meaningful. Conclusion. The detection method proposed in this paper can improve the
detection speed of lake water pollution.

1. Introduction

Metal ion pollution in water is a serious threat. It easily kills
animals and plants and threatens human safety. Therefore,
we must detect the content of metal ions in water. The exist-
ing metal ion detection methods are as follows (Table 1).
Existing detection methods have shortcomings [1].

Spectroscopic analysis is an analytical method that uses
the principles and experimental methods of spectroscopy
to determine substances’ structure or chemical composition.
Matter emits or absorbs electromagnetic radiation along
with electron transitions. Spectral analysis is an analytical
method established based on this phenomenon. Various
spectral detection methods have been applied to water qual-
ity detection in recent years. Fluorescence spectroscopy is an
algorithm used alone to estimate the overall pollution status
of water quality. UV spectroscopy and fluorescence spectros-
copy are combined to measure total carbon, chemical
oxygen demand, biochemical oxygen demand, dissolved
organic carbon, and permanganate. Spectral remote sensing
tests chlorophyll, suspended sediment, oil pollution, and
thermal pollution in water. Raman spectroscopy is a method
used to detect benzene in water [2]. Because the concentra-

tion of metal ions in water responds differently to the visible
spectrum, we combine the knowledge of optical chromatic
aberration to measure metal ions in water.

2. Experimental Principle

2.1. Visible Spectrum Detection Principle. The visible spec-
trum is the spectrum that the human eye can perceive. It is vis-
ible light between 400 and 760nm. The visible spectrum is the
basis of colorimetry and visible spectrophotometry. Metal ions
have the highest absorption for a certain frequency of the spec-
trum. For example, the absorption wavelength of ferrous ions
is 510mm. The absorption wavelength of copper is 440nm.
Hexavalent chromium has a wavelength of 540mm. These
are in the visible spectral range. The three standard wave-
lengths of 590nm, 540nm, and 438nm in the existing spectro-
photometric calculation methods are also in the range of
visible light. Therefore, the visible spectrum meets the detec-
tion requirements of metal ions. We describe the spectral
properties of colour and establish a three-dimensional spatial
coordinate system. We convert spectral features into a single
feature, such as chromaticity, Munsell value, and the colour
difference between the standard test object.
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Different positions of a metal solution in the three-
stimulus value space coordinate can determine the solution
concentration. We analyze the spectral properties of a
certain concentration of metal solutions under specific illu-
mination. The experiment converts it to a single data colour
difference. We obtained the concentration of this metal ion
in solution by comparing it with the standard chart.

2.2. CIE Colour Space Theory. A colour space is the descrip-
tion of colours using a colour model. Colorimetry matches
all visible colours with red (R), green (G), and blue (B)
single-spectral primary colours according to the principle
of three primary colours. The three basic colours and hues,
brightness and saturation, create different colour spaces.
The content includes CMY colour space, HSV colour space,
HSI colour space, etc. We use the computer to facilitate the
data processing and correction of the colour space based
on visual unity. The CIE (International Commission on
Luminescence and Illumination) constructed the CIE-XYZ
system. The tristimulus space coordinates (X, Y, Z) are
expressed as the tristimulus values. We call it the chromatic-
ity value. CIE also specifies two chromaticity spaces: CIE-
LUV colour space and CIELAB colour space. The purpose
is to represent it on a two-dimensional plane. Both colour
spaces are LAB-based colour spaces. We established the vis-
ible light colour space with red, green, and blue as the pri-
mary colours [3].

2.3. Chromatic Aberration Theory. The International Com-
mission on Illumination has successively proposed three col-
our difference calculation formulas based on two different
colour spaces [4].

(1) The CIE Luv colour difference formula is expressed
as follows

L∗ =
116 Y/Ynð Þ1/3 − 16 Y/Ynð Þ > 24/116ð Þ3

9033 Y/Ynð Þ Y/Ynð Þ ≤ 24/116ð Þ3

(

υ∗ = 13L∗ υ′ − υ′n
� �

u∗ = 13L∗ u′ − u′n
� �

8>>>>>>><
>>>>>>>:

ð1Þ

In the Formula, ((1)) is the quantity describing the col-
our stimulus.u′n, υ′n represents the colour stimulus value
of the selected reference white. The value of u′, υ′ is calcu-
lated from formula (2) and formula (3), respectively

u′ = 4X
X + 15Y + 3Z

ð2Þ

υ′ = 9X
X + 15Y + 3Z

ð3Þ

where X, Y , Z is the tristimulus value of the colour. The for-
mula for calculating the CIELUV colour difference of two-
colour samples is as follows

ΔE∗
uυ = ΔL∗ð Þ2 + Δu∗ð Þ2 + Δυ∗ð Þ2

h i1/2 ð4Þ

ΔL∗ = ΔL1
∗ − ΔL2

∗Δu∗ = Δ u1
∗ − Δu2

∗Δυ∗ = Δ υ1
∗ −

Δυ ∗
2 in formula (4). This represents the difference in

colour stimulus for the two samples
(2) The CIELAB colour difference formula and calcula-

tion method are as follows

L∗ = 116f Y/Ynð Þ − 16
a∗ = 500 f X/Xnð Þ − f Y/Ynð Þ½ �
b∗ = 20 f Y/Ynð Þ − f Z/Znð Þ½ �

8>><
>>: ð5Þ

X, Y , Z in formula (5) represents the tristimulus value of
the colour sample. Xn, Yn, Zn is the stimulus value of the
selected reference white. The function f ðxÞ is expressed as
follows

f xð Þ =
x1/3 x > 24/116ð Þ3
841
108 x +

16
116 x ≤ 24/116ð Þ3

8<
: ð6Þ

This represents the difference in the number of colour
stimuli for the two-colour samples

(3) CIEDE2000 colour difference formula is as follows
The CIEDE2000 colour-difference formula is based on

the CIELAB colour difference formula. After calculating
L∗, a∗, b∗, we continue with the calculation

L′ = L∗

a′ = a∗ 1 +Gð Þ
b′ = b∗

8>><
>>: ð7Þ

The calculation formula of G in formula (7) is as
follows

Table 1: Comparison of existing measurement methods.

Detection method Advantage Shortcoming

Atomic absorption Full measurement parameters and high accuracy High equipment cost and poor anti-interference

Plasma emission spectrometry Full measurement parameters and high accuracy High equipment cost and poor anti-interference

Electrode/spectrophotometry Fast response and high reliability Single detection parameter, contact measurement

Ion fluorescence method Noncontact measurement Poor universality, few types
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G = 0:5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�C∗7
ab

�C∗
ab + 257

s0
@

1
A ð8Þ

In formula (8), �C∗
ab represents the average value of

the chroma C∗
ab of the two-colour samples. See formula

(9) for the calculation of chroma C∗
ab

C∗
ab = Δa∗ð Þ2 + Δb∗ð Þ2

h i1/2 ð9Þ

We calculate C′ and h′

C′ = Δa′
� �2

+ Δb′
� �2� �1/2

h′ = arctan b′/a′
� � ð10Þ

We compute ΔL′, ΔC′, ΔH ′ for two-colour samples

ΔL′ = ΔL1 ′ − ΔL2 ′

ΔC′ = ΔC1 ′‐ΔC2 ′

ΔH ′ = 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C′1 − C′2

q
sin Δh′/2
� � ð11Þ

where Δh′ = Δh1 ′‐Δh2 ′. Calculate the weighting coeffi-
cient SL, SC , SH

SL = 1 +
0:015 �L′ − 50

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
20 + �L′−50

� �2r

SC = 1 + 0:045�C′

SH = 1 + 0:015�C′T

ð12Þ

The formula for T is as follows

T = 1 − 0:17 cos �h′ − 30
� �

+ 0:24 cos 2�h′
� �

+ 0:32 cos 3�h′ + 6
� �

− 0:20 cos 4�h′ − 63
� � ð13Þ

In the above formula, �L′, �C′ and �h′ are the arith-
metic mean of the two-colour samples L′, C′ and h′.
The unit of �h′ is degrees the (°). We compute the
rotation function

RT = − sin 2Δθð ÞRC

Δθ = 30 exp −
h′ − 275
� �

25

2
4

3
5
28><

>:
RC = 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�C∗7
ab

�C∗
ab + 257

s

8>>>>>>>>>><
>>>>>>>>>>:

ð14Þ

The unit of Δθ and �h′ in the formula is (°). We
calculate CIEDE2000 colour difference

ΔL′
SL

 !2

+ ΔC′
SC

 !2

+ ΔH ′
SH

 !2

+ RT
ΔC′
SC

 !
ΔH ′
SH

 !2

ð15Þ

CIELAB and CIE2000 are colour difference formulas
based on the LAB colour space. The CIELAB chromatic
aberration formula errors when calculating some chro-
matic aberrations [5]. Therefore, the International Com-
mission on Illumination proposed the CIE2000 formula
to correct the LAB colour difference formula defects.
This paper adopts the CIELUV colour difference for-
mula and CIE2000 colour difference formula for calcu-
lation. We compare the two formulas and choose the
formula with higher accuracy. The reference object in
the experiment is optically pure water

3. Experimental Part

3.1. Reagents and Instruments. The experimental instru-
ments include light source LI38037-W, standard colorimet-
ric lightbox 721 visible spectrophotometers, CCD industrial
camera XCG-5005CR, 752N UV-visible spectrophotometer,
and bracket OPTES3000-1.

The experimental reagents include acetone, sulfuric acid,
phosphoric acid, sodium hydroxide, zinc sulphate, potas-
sium permanganate, potassium dichromate (superior pure),
urea, sodium nitrite, and diphenyl carbazide. All the above
reagents are of analytical grade unless marked. Solutions
were prepared using deionized water [6].

3.2. Experimental Process. We test for hexavalent chromium
ions. The experimental process refers to “Water and Waste-
water Monitoring and Analysis Method” and the national
standard “"Determination of Hexavalent Chromium in
Water Quality by Diphenyl carbazide Spectrophotometry.”
Configure the national standard required concentration
samples and pure optical water. We extract images after pro-
cessing the samples and perform spectrophotometric mea-
surements, respectively. We compare the results of the two
methods horizontally and draw a standard concentration
curve [7]. Afterward, a random concentration solution was
configured for reliability verification. The camera was
installed directly above the lightbox before the experiment.
This angle makes the incident light perpendicular to the
lens. At the same time, the experiment needs to reduce the
anisotropy in water. During the experiment, the temperature
and humidity of the external environment, the fixed camera
aperture, and the focal length were kept as constant as
possible.

4. Data Analysis

4.1. Data Processing.We intercept and extract the symmetri-
cal part of the centre of the image and use the visual studio
software to call the OpenCV database. The article extracts
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the R,G, B value of the picture and saves it as the X, Y , Z
value. At the same time, we use this as the total amount of
data. We examined the consistency of the R-value data at a
concentration of 1mg/L (Figure 1). We can see that some
points fluctuate abnormally [8]. Outliers are distributed in
bands. The main reasons for the abnormal points are the
colour extraction abnormality at the border of the circular
image and the singular point at the bottom of the cuvette.
Most data can be kept within a narrow range. Since tristim-
ulus values do not vary in isolation, each other is considered
when determining the limits. We performed a R,G, B joint
filter on the data. The purpose is to avoid data distortion.
We separately set the upper and lower limits of R,G, B and
remove outliers in the data. The article establishes a normal
distribution function and uses ½μ − 3σ, μ + 3σ� as the confi-
dence interval. The experiment was to obtain the final data
and take the average as the final result. Our final extraction
rate is shown in Table 2.

4.2. Data Reliability. The data were normally distributed
before extraction. This is in line with statistical laws. The
extraction rates of samples with different concentrations
were maintained between 94.65% and 98.45%. There are
fewer outliers in the image [9]. We use the mean difference
and the obtained RGB values when extracting data, as shown
in Table 3.

We check for data consistency on postextraction data. It
can be seen from Figure 2 that the data volatility is

unchanged, and the outliers have been eliminated. It can
be seen from Table 3 that the mean difference is small, the
data fluctuation value is small, and the reliability is high.
The mean difference increases with decreasing concentra-
tion. The visible spectrum-colour difference method is
unsuitable for measuring very small concentrations [10].
The measurement range is still the range required by the
detectable national standard.

Tristimulus value-concentration graphs were drawn
from Table 3 (Figure 3). R,G, B is the tristimulus value mea-
sured by the colour difference method. R0, G0, B0 are the
tristimulus values measured by spectrophotometry. The
changes of tristimulus values measured by the two methods
were similar. The tristimulus values measured by the colour
difference method are largely due to the influence of the light
source. When the solution concentration is higher, the tri-
stimulus value of hexavalent chromium is highest in red
and lowest in green. When the concentration is low, the var-
iation law of tristimulus value tends to the tristimulus value
of pure water.

4.3. Relationship between Metal Ion Concentration and
Colour Difference. Table 3 is calculated using the colour dif-
ference formulas CIELUV and CIEDE2000. We use the
blank solution with a concentration of 0 as the standard to
obtain the colour difference. At this point [11], we draw
the concentration-colour difference curves separately
(Figure 4). The curves obtained by the two different
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Figure 1: Prefetch consistency.

Table 2: Data extraction rates.

Concentration (mg/L) 0 0.01 0.02 0.05 0.1 0.2 0.5 1

Before data extraction (n) 25507 26169 17126 26693 29231 16111 16637 16634

After data extraction (n) 26972 26572 27602 27223 29727 17111 17141 17351

Extraction rate (%) 94.65 97.45 97.13 97.12 97.65 95.57 97.15 97.37
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calculations are very similar. They are all logarithmic curves.
We fit the data separately. The fitting formula of the colour

difference formula CIELUV is c = 0:0001260:14488ΔEuυe + 0:01.
The fitting formula of the colour difference formula

CIEDE2000 is c = 0:0006470:0214ΔE00e − 0:00251. We compare
the fitted values with the results obtained by the national
standard method, respectively. At this time, the error ranges
we get are 1.39%~6.27% and 1.26%~2.92%, respectively. It
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Table 3: Tristimulus values and mean differences.

Concentration (mg/L) 0 0.01 0.02 0.05 0.1 0.2 0.5 1

R 242.4 214.32 197.42 166.17 137.97 111.66 42.27 34.73

Mean difference 7.11 6.52 6.21 5.42 4.61 4.51 4.47 3.97

G 219.7 164.37 124.95 73.52 46.51 33.95 22.77 17.7

Mean difference 6.21 5.69 5.52 5.23 4.17 1.86 3.1 3.72

B 185.67 175.54 137.91 111.67 78.5 47.93 25.17 21.17

Mean difference 7.14 6.97 6.77 6.63 6.17 3.42 3.23 3.73

5Wireless Communications and Mobile Computing



can be seen that the DE2000 chromatic aberration method is
more accurate. The error is smaller than the national stan-
dard for laboratory monitoring requirements. This is far less
than the water quality monitoring equipment error require-
ment ≤3% FS. So, the value meets the national standard. The
accuracy of the fitting formula is shown in Table 4 [12].

5. Results

The research results show that the content of metal ions in
water must be detected, and the research method used in this
paper is very meaningful.

6. Conclusion

Based on the principle of colour difference, this paper anal-
yses point source image data with different concentrations.
It draws the following conclusions: (1) The amount of image
data collected is large and conforms to normal distribution.
The data mean difference is small, and the extraction rate
is high. The experimental results show that the data has high
reliability. (2) The CCD image acquisition process is com-
pleted in the lightbox. In the strong anti-interference ability
of the external environment, we can detect metal ion con-
tamination in the visible spectrum. A variety of metal ion
detection is effective and used in a wide range of applica-
tions. (3) The relative error between the visible spectrum-
colour difference method and the national standard method
for detecting hexavalent chromium is less than 2.92%. This
shows that the method is feasible. The experimental results
provide a new idea for remote online detection of multipa-
rameter metal ions in water quality. (4) Different sensitivities
of tristimulus values of metal ions under different light

sources lead to different chromatic aberrations. Mixed metal
ion solutions can be detected using multiple light sources.
We plot the curves separately and measure the single metal
ion concentration comprehensively.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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