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People’s physical fitness is directly linked to the national physique of a country. It is an important analysis indicator of the
country’s comprehensive national strength and economic level. Moreover, students’ physical and mental health is in a stage of
rapid development. Their physical health is not only directly related to their study and life at this stage but it will also have a
profound impact on the physical level, health status, and work ability of adults. Starting from the cluster analysis of sports, this
article explores the communication effects of sports, communication strategies, and the relationship between sports and the
development of users’ healthy habits by defining concepts and types and combining quantitative and qualitative analysis. Study
the relationship and then analyze whether sports applications bring people the effect of promoting healthy behavior. This
article retrieved documents about the application of Kohonen neural network in sports cluster analysis in domestic literature
databases such as Weipu, Wanfang data, and CNKI. A total of 144 documents were retrieved from the database, and the
retrieved documents were collected for sports activities. The study of class analysis can avoid human subjective factors and
obtain clustering results quickly and objectively, thus providing an ideal clustering method for comprehensive evaluation of
sports. The experiment proves the cluster analysis of the impact of sports on people’s physical fitness, the heterogeneity test
results are 0% (boys) and 3% (girls), it is believed that there is no statistical heterogeneity in the physical fitness of middle
school boys in each study, and P <0.001, indicating that the influence of sports on people’s physical fitness is significantly
different between the experimental group and the control group. This shows that the application of Kohonen neural network
clustering analysis method has great practical value for comprehensively evaluating people’s physical functions and physical
fitness. It is an objective, reasonable, effective, and rapid quantitative evaluation method.

which is produced and gradually deepened. It is the applica-
tion and innovation of the industry cluster theory in the field
of sports. As a new force in the rising sports industry, the

Sports cluster analysis came into being. It improved the user
experience with the help of big data, informatization, and
neural network technology. At the same time, it has not only
been recognized and loved by the public but it has also pro-
moted the national sports boom and also conveyed the
sports belt. There is positive energy coming. Research and
analysis on the communication effects of the emerging
media of sports applications and people’s sports conditions
are not only helpful to help people improve their physical
conditions but also a positive response to national policies,
and it is important for the development of sports and the
participation of the people. The sports industry cluster is
the product of the integration process of the global economy,

sports industry cluster has broad development prospects
and huge development space.

The application of cluster analysis in sports in foreign
countries is much earlier than that in China, and the rapid
development and update of Kohonen neural network tech-
nology has made the methods and types of cluster analysis
greatly improved and developed. I believe that in the near
future, the clustering analysis method that introduces the
Kohonen neural network technology will become an efficient
clustering method. Kalini explores how virtual communities
have a positive impact on the development of a healthy life-
style in reality through the characteristics of information
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sharing, interaction, and common interest gathering [1].
Shadloo proposed that the factors that affect college stu-
dents’ physical exercise behavior mainly include sports
awareness, sports knowledge and methods, exercise atmo-
sphere and sports expertise, and sports consumption behav-
iors which have a clear correlation with college students’
physical exercise behaviors [2]. Li started from the analysis
of the existing misunderstandings in sports and the negative
effects they produced and proposed the basic model and
planning of sports cluster analysis [3].

The cluster analysis method originated in western coun-
tries. Compared with the western countries, the cluster anal-
ysis method started late and its development is relatively
slow. With the continuous development of information
and communication and the maturity of computer network
technology, the use of cluster analysis methods can predict
the activity space and development trends of various sports.
Bodyanskiy proposes that health education for college stu-
dents should focus on combining physical exercise and
health and help college students develop good physical exer-
cise habits by introducing the impact of physical exercise on
human health, the principles that physical exercise should
follow, and common physical fitness methods [4]. Bodyans-
kiy proposed that the cognition and feeling of sports behav-
ior are related to sports behavior, sports persistence, and
sports experience and can directly affect sports behavior
[5]. Watanabe proposes to use sports to make people come
out of busy work, improve their physical health and find a
communication partner, obtain spiritual comfort, and
achieve the optimization of the social support network [6].

Through the cluster analysis of sports, this article
explores the ways in which sports affect people’s healthy liv-
ing habits, which can not only make people pay more atten-
tion to their own health but also promote people to increase
their physical fitness. This paper also uses the Kohonen neu-
ral network to iteratively optimize the objective function to
perform a cluster analysis of sports, avoiding many subjec-
tive factors, statistically surveying the related data of the
types of sports that people participate in daily, and analyzing
its relationship with people’s behavior habits. The relation-
ship between cultivation and promotion provides a fast
and novel cluster analysis method for similar research in
the future.

2. Application of Kohonen Neural Network in
Sports Cluster

2.1. Neural Networks

2.1.1. Neural Networks. Artificial neural network is com-
posed of a large number of neurons. Its main function is to
imitate the functions of the human brain to process informa-
tion. Its processing ability is very powerful, and its learning
ability is also super strong, capable of processing very
complex nonlinearities. Transformed into an easy-to-
understand form of expression, artificial neural network
can be referred to as neural network [7, 8]. By designing a
comprehensive neural network evaluation model that com-
bines BP network and self-organizing competition network,
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the evaluation results of 28 provinces and regions are fitted
and ranked, and the development stage of regional high-
tech industrial clusters can be defined.

(1) Neuron Model. Generally, the neuron of a neural network
is composed of many inputs and one output. The input of
the neuron is x, ---x,, w;; represents the weight of the
j input, the threshold of the neuron is represented by
0,, the self-information and external information of the
neuron are, respectively, u; and s; denoted, the output is
denoted by y;, and its model can be represented by

n’

r% = —u;(£)+Y wyx;(1) - 0,5 (1)

yi=Slw(t))- (2)

The expression formula of the model is a first-order
differential, so it can mimic the function of human neural
network processing information well. In addition, its out-
put can be expressed in the following three forms [9].

Linear type:
1, U; = Uy,
fu) =< au;+b, u;<0<u,, (3)
0, u; < Uy.
Step type:
1, u;>0,
fluw) = (4)
0, wu;<0.
Type S:

fl) = —— (5)

Y1+ exp (—ulc)®

Among them, a is the proportional coefficient, b is the
variable value, and c is the fixed value.

(2) Types of Neural Networks. Forward network refers to the
connection between layers, but there is no connection
between each layer. The network is always moving forward,
and the network of the last layer is not connected to the first
layer network, which is the beginning and the end of the net-
work. There is no connection between the networks, and the
networks are lined up. This is the forward network feedback
network. On the basis of the forward network, the last layer
of the network is connected to the first layer of network; that
is, the output is introduced to the first the input of the layer
is on [10, 11]. If there is no feedback, the network within the
layer has a one-way connection. This form is conducive to
strengthening the influence within the same layer and pro-
moting network learning. The intralayer interconnection
network is also under the condition that all or not all neu-
rons in the same layer are connected to each other under
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the condition that all or not all neurons in the same layer are
connected to each other. This interconnection method pro-
motes the activity in the same layer, whether it is strong or
strong or weak both are weak [12]. Existing studies have
analyzed industrial clusters and their performance from dif-
ferent research aspects through the methods of AHP, DEA,
location quotient, principal component analysis, multiple
regression statistics, and summarization. The neural net-
work method is mainly used in the theoretical stage.

2.1.2. Kohonen Neural Network Algorithm Steps. For the
input vector Y = {yl, Yooy, > if there are ¢ fuzzy subsets
forming a fuzzy c partition of the input vector Y, then the
membership of these fuzzy subsets should meet the follow-
ing conditions:

OSrikSI,

Zrik =1 (6)

The objective function of cluster Y is generally expressed
in the following form:

J(R,Z,Y) = Z;

(1Yx=Zil)* (7)

where A is the power exponent of the membership func-
tion r, Z = (2, 25, ++,2,) is the cluster center of a given input
sample, and R is a fuzzy c partition of the input sample Y.
The above formula is the core optimization goal of Kohonen
neural network algorithm [13, 14].

Select a learning sample Y = {y,,y,,"--,y,} with correct
data, where the number of samples in the learning sample
is n, each sample vector is a p-dimensional vector, and the
initial value ¢(1<c<mn) and the feature distance used for
cluster analysis are given.

Step 1. Initialize the cluster center vector Z = (z,,2,,"-*,2,),
each vector in this cluster center vector set is also a
p-dimensional vector, and initialize the number of
training T'=0, the maximum number of training is T,
and the initial weighted power exponent of the degree of
membership is K,(K, > 1). Set the termination error of the
iteration as € > 0 [15, 16].

Step 2. Calculate the membership degree of each sample
belonging to the i(2 < i < ¢) type in the input mode and mark
it as r;. The membership degree calculation function is as
follows:

1

Tik = (8)
S (1Y - Zi || v -z, )

After the membership degree r;; is calculated, use this
membership degree to calculate the iteratively updated
learning rate a of the weight value, and the calculation learn-
ing rate a function is as follows:

ay(T) = r?k’
K, - T(K, - 1) )
S

max

A:

where K, is a normal number greater than 1, when
T=T, A=l
Step 3. Adjust the cluster center vector, and update the vec-
tor formula according to the previous cluster center vector
and the learning rate as follows:

Z(t)=Z,(T-1)+ Zk lazk(;k Z,(T - 1)))
k=1%ik

i=1,2,---,c

(10)

Step 4. Calculate the energy function and the correction
error of the clustering center vector Z. If formula (19) is sat-
isfied, the algorithm stops iterating.

Cc

1Z(T) = Z(T = 1)|* = Y |1 Z(T) = Z(T - 1)| <. (11)

i=1

When the number of iterations is greater than the ini-
tially set maximum number of iterations T, it will also
cause the iteration to terminate; otherwise, it will move to
the second step to continue the calculation iteration.

2.2. Metrics and Criterion Functions in Cluster

2.2.1. Measurement Methods in Cluster Analysis. In cluster
analysis, we need to select appropriate indicators as the basis
for clustering. Commonly used measures are similarity and dis-
similarity measures, which quantitatively describe the degree of
similarity or dissimilarity between two data objects or clusters.
Or the greater the similarity between clusters, the smaller the
dissimilarity; conversely, the smaller the similarity, the greater
the dissimilarity [17, 18]. However, most existing clustering
algorithms often use dissimilarity to represent the similarity
measure and use it as a measure of computing data objects.

We introduce the following commonly used standardization
methods.

(1) Min-Max Standardization.

X — min (x))

Z) ~ ax (x;) -

(12)

(xj min (x;)

Among them, x; represents the value of the j data object
under the [ attribute; max (x;) and min (x;), respectively,
represent the maximum and minimum values of the [ attri-
bute in the data set, making (le)' €0, 1].



(2) Z-Score Standardization.

()" = Fg— (13)

Among them, x; represents the mean x; = (1/ nj)z;-zlxﬂ of
the [ attribute, and the standard deviation S;=(1/n;) 7;1

2
(le_xl) .

(3) Decimal Scaling Standardization. Standardization is car-
ried out by moving the decimal point position of the attri-
bute value. The number of decimal points moved depends
on the maximum absolute value in the attribute value. The
calculation method is

X =—. (14)

2.2.2. Criterion Function in Cluster Analysis. After determin-
ing the similarity measurement method, in order to com-
plete the clustering, the corresponding criterion function
needs to be determined. The commonly used clustering cri-
terion function is as follows.

(1) Criterion Function. This kind of clustering criterion func-
tion is mostly used for clustering problems where data
objects are densely distributed, the number of data objects
is small, and there are significant differences between data
objects between different classes [19, 20]. Assuming that
the distance between any data object x in class ¢; and class
center m; is represented by d(x,m,), the error sum of
squares function is defined as follows:

k
Jo=Y Y d(x-m). (15)

i=1 x€c;

Among them, k is the number of clusters, ¢, is the cluster
set of class i, x is the data object in class ¢;, and m; is the class
center in class ¢;, which is generally obtained by calculating
the average value of all data objects in class c;. The calcula-
tion formula is

1
miz_zx, i=1,2,- k. (16)
nixeci

The more compact, the better the clustering effect.

(2) Weighted Average Square Distance and Criterion Func-
tion.

k
J;= Zps;. (17)
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P represents the weighted prior probability, which is cal-
culated from the number n; of data objects in class ¢; and the
total number 7 of all data objects in the data set. The calcu-
lation formula is as follows:

n
pP=_. 18
" (18)
Among them, S} represents the average squared distance
between data objects in the class, and its calculation formula is

s::ﬁz Y ox-x (19)

(3) Interclass Distance and Criterion Function. This clustering
criterion function is used to describe the degree of separation
between different categories, and there are usually two
definitions.

General distance between classes and function defini-
tions:

k

Jo1 = Z(mi_m)T(mi_m)' (20)

i=1

Weighted interclass distance and function definition:

k
Joo = Zp(mi_m)T(mi_m)' (21)

i=1

Among them, m; represents the mean vector of class c;,
m represents the mean vector of the entire data set, and P
is the weighted prior probability. Construct industrial cluster
organization neural network. Build an industrial cluster net-
work architecture, and use the newff() function to establish
a preliminary neural network function. The four input ele-
ments of the function are an R x 2-dimensional matrix com-
posed of the maximum and minimum values in the R
-dimensional input samples, the number of network neurons
in the layer, the transfer function used by each layer of net-
work neurons, and the type of function used for training.

3. Experimental Design of Sports Cluster

3.1. Cluster Experiment Object. Retrieving literature about
the application of Kohonen neural network in sports cluster-
ing analysis using Weipu, Wanfang data, CNKI, and other
domestic literature databases. The search terms are Kohonen
neural network, sports cluster analysis, etc. A total of 144
articles were retrieved from the database, the inclusion and
exclusion criteria were strictly set, and the quality of the final
included research articles was evaluated.

Inclusion criteria: the subjects are nonprofessional sports
people; the literature that studies the application of Kohonen
neural network in sports cluster analysis; experimental
research, the number of experimental group and control
group, the indicators of the experimental group and control
group before and after intervention documents with clear
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TaBLE 1: Data sheet of evaluation index system for index reliability testing.

Very clear Clear General Not clear Chaotic Alpha

Body shape 4.37 3.42 421 3.01 3.24 0.8567

Body function 4.06 3.57 4.39 3.10 3.01 0.8233

Physical fitness 3.39 3.76 4.35 3.46 3.50 0.7369

Willing to participate in sports 3.84 3.37 4.08 3.14 3.44 0.7419

Indicator reliability test analysis chart

Value

27 e
2.5 T T T T
Body shape Body function Physical fitness Participate in sports
Attributes
—— Very clear Not clear
Clear Chaotic
General

FiGurek 1: Indicator reliability test analysis chart.

TaBLE 2: Statistical data table of published years of included
literature.

Journal Degree Conference Patent
Years ; . .
literature literature documents literature

2001-

2005 5 9 1 0
2006-

2010 7 16 3 0
2011-

2015 13 19 6 2
2016-

2020 18 31 9 5

descriptions of changes; for studies of the same population
by the same researcher, only the most recently published
one is selected.

Exclusion criteria: the subjects are professional sports peo-
ple; the study before the experiment is not comparable to the
baseline of the experimental group and the control group;
nonexperimental research; the number of the experimental
group and the control group, the changes in the experimental
group and the control group before and after the intervention
are not described enough in clear documents; documents pub-
lished by different authors with exactly the same content, doc-
uments published after deletion.

3.2. Learning and Training of Neural Networks. In the Koho-
nen neural network, the weight represents the components
of each cluster center, and the number of nodes in the out-
put layer represents the number of clusters. In the network
training process, since the selection of the initial weight will
not have much impact on the training result, we randomly
select 5 numbers between 0 and 1 as the initial weight. There
are 12 groups of network training samples, and each group
of sample vectors contains 5 components (5 indicators).
The training times of the selected network is 2000 times.

3.3. Statistical Data Processing Methods. SPSS 23.0 was used
to process the data, and the numbers are expressed in per-
cent (%), where K is the number of data in this experiment,
the variance of all survey results, and P < 0.05 indicates that
the difference is statistically significant. The formula for cal-
culating reliability is shown in

as b (1 - Z(;‘f) (22)

4. Experimental Sports Cluster

4.1. Evaluation Index System Based on Index Reliability
Testing. A coeflicient alpha of 0.8 or higher indicates that
the indicator is very good, while a coeflicient alpha of 0.7
or higher is also acceptable. Reliability is analyzed here for
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FIGURE 2: Statistical analysis chart of published years of included literature.
Included in the publication level analysis chart
e e—
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20016-2005 B LR E AR
5
0 5 10 15 20 25 30
Value
= Sports core journals B Sports non-core journals
Non-sports core journals Non-sports non-core journals
Master thesis
FIGURE 3: Included in the publication level analysis chart.
TaBLE 3: Data table of the impact of sports on people’s body shape.
Index Publication bias ~ Heterogeneity =~ Total effect P Weight mean difference  95% confidence interval
Height No 19% 0.75 0.47 -0.42 0.73
Male Weight No 24% 0.20 0.79 0.17 0.56
Shape No 21% 0.66 0.47 0.25 -0.27
Height No 19% 1.07 0.26 -0.63 0.55
Female = Weight No 53% 0.63 0.68 -0.41 0.53
Shape No 21% 0.72 0.41 0.17 -0.50
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Value

Influence of sports on people body shape

1.2

1.07 '
DA R
o5 075 . 07 1
R B S 066 T S
0.73 . 0.56 0.63 0.68. 0.72
T e 055 - ot L
0.6 : 0.47
0.47 : 0.53
044~ N TN AA N T T T T T e s e e e s N T e 041
AN 025 0.26 0.53
024--019. . g S SN T s 0.21 .
: 0.17 \ 021 0.19 0.17
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M-Height  M-Weight F-Height F-Weight "\ F-Shape
024 N S T e\
04 S N T T N
~0.6 =042 . ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, _05 .
o8 -0.63

Attributes
Heterogeneity Total effect P
—— Weight mean difference —— 95% confidence interval

FIGURE 4: Analysis of the influence of sports on people’s body shape.

TaBLE 4: Data sheet on the impact of sports on people’s physical function.

95% confidence interval

Index Publication bias Heterogeneity Total effect P Weight mean difference

Male Vital capacity Yes 10% 8.62 <0.001 -23.65 -9.18
Step test index No 48% 4.35 <0.001 -2.73 -1.53

Female Vital capacity Yes 43% 6.71 <0.001 -28.76 -1.32
Step test index No 67% 4.39 <0.001 -5.29 -2.83

Influence of sports on people physical function

15
B0 T e e e e T T T T e
10 6.71
s B 435 _ 439
0.1 0.48 0.43 0.67
U Y R m . LD | -
M-vital capa M-step test .. E-vital capacity F-step tes
54 ------- - AR IRy Y. SRR —283
g -2.73 -1.32 _529
G104 TR
> -9.18
S15 e R e e e L
204 - s e e e e - e e
e I 17 S
T 876
-35
Attributes
Heterogeneity Total effect
Weight mean difference B 95% confidence interval

FIGURE 5: Analysis of the influence of sports on people’s physical functions.
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TaBLE 5: Data table of the impact of sports on people’s physical fitness.
1 0,
Index Publication bias ~ Heterogeneity =~ Total effect P We.l ght mean 95 A’. confidence
difference interval
50 meters No 0% 5.95 <0.001 0.49 0.62
Mal Endurance running No 54% 3.16 <0.001 9.57 1.25
ale
Standing long jump Yes 67% 3.22 <0.001 -0.27 -4.41
Sitting forward bending Yes 0% 1.73 0.11 -0.55 0.16
50 meters No 3% 2.84 <0.001 0.46 0.64
Femal Endurance running No 42% 433 <0.001 9.65 9.19
emale
Standing long jump Yes 0% 7.61 <0.001 -8.59 -7.36
Sitting forward bending Yes 0% 5.23 <0.001 -0.96 -0.59
Influence of sports on people physical fitness
"""""""""""""" =096
F-forward _8'59 5.23
o736 m—
-8.59 F-standing 5 761
"""""""""""""""""""""""""""" 919
F-end 9.65
endurance 042 4.33
w Q'0'4g.64' """""""""""""""""""
E- .
: T B L
= M-forward —8%&63 1.73
"""""" | — 027
- i
,,,,,,,,,,,,,,,,,,,,,,,,, Spee o
o ].25
M-end 9.57
endurance 054 3.16
"""""""""""""""""" 062
M-meters 5 0.49 5.95
-10 -5 0 5 10 15
Value
B 95% confidence interval Total effect
Weight mean difference Heterogeneity

FIGURE 6: Analysis of the influence of sports on people’s physical fitness.

TaBLE 6: Data table of the impact of sports on people’s physical
fitness.

Age Very clear  Clear  General Not clear  Chaotic
6-12 3.37 3.58 4.19 4.06 4.48
12-18 2.92 3.61 3.93 4.18 422
18-30 3.21 3.81 3.95 4.43 4.30
30-50 3.33 3.45 3.73 4.41 4.44
50-65 3.58 3.51 3.62 4.48 4.34

each task type, but the reliability coefficients chosen for each
task type are slightly different. The results are presented in
Table 1 and Figure 1.

4.2. Publication Time and Publication of the Included
Literature. The time of literature research and the level of
publications can show the research status of related research
fields from one aspect. Table 2 shows the publication years

and publication status of the 144 research articles included
in this article.

It can be seen from Figure 2 that since 2000, the litera-
ture on sports cluster analysis research has shown an
increasing trend, which also reflects from the side that sports
researchers are paying more and more attention to people’s
physical health, especially since 2016. A total of 63 research
documents were included, accounting for 43.75% of the total
included documents, which also shows the increase in
research on physical fitness levels in recent years. Using
“Internet +” new technology, through cloud computing
and big data platform, develop modern medical information
service industry and sports intelligence industry.

It can be seen from Figure 3 that the number of research
literatures on sports and people’s physical health by Chinese
sports researchers has been increasing year by year, but the
research quality is generally low, reflecting that sports
researchers are paying more and more attention to this field,
but their research capabilities need to be further improved.
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Influence of sports on people physical fitness
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444 4.48
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337 3.51
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3 e 321
2.92
2.5 . .

6-12 years old

Very clear

Clear
General

12-18 years old 18-30 years old = 30-50 years old  50-65 years old

Ages

Not clear
—— Chaotic

FIGURE 7: Analysis of the influence of sports on people’s physical fitness.

4.3. Cluster Results of Test Indicators

4.3.1. The Impact of Sports on People’s Body Shape. Showing
body shape indicators in the form of data is a necessary
method to study the law of human growth and development,
physical fitness, and nutritional status. Through the cluster
analysis of the included 144 research documents, the data
of physical fitness index of sports are obtained. The specific
results are shown in Table 3.

It can be seen from Figure 4 that the weighted average
weight difference of boys is 0.20kg, which is a positive
value, indicating that the weight decreased after the exper-
iment. Naturally, the weight is increasing, but here it
decreases, indicating that physical exercise still has a cer-
tain positive effect on weight control. On the other hand,
the weighted mean difference of girls’ weight is -0.41kg,
which is a negative value, indicating that the weight is still
increasing after the experiment. Taking into account the
heterogeneity of girls’ weights between studies, the result
is 53% > 24%, which exceeds that of boys. There is too
much heterogeneity in weight between various studies,
indicating that there is obvious statistical heterogeneity,
so the results may appear such deviations. The specific
results are shown in Table 4.

From Figure 5, it can be seen the result of cluster analysis
on the effect of sports on the vital capacity of middle school
boys, the heterogeneity test result is 10%, the obtained value
of the overall effect is 8.62, the weighted mean difference is
-23.65, P <0.001, which means that sport has an effect on
the vital capacity of boys, and there is a significant statistical
difference between the experimental group and the control
group. In cluster analysis of the effect of sports on girls’ vital
capacity in gymnastics, the heterogeneity test score is 45%,
the overall effect size is 6.71, and the weighted mean differ-
ence is -28.76, P < 0.001, indicating that the effect of sports
on girls’ vital capacity in the experimental group is statisti-
cally significantly different from the control group. There is

also a significant statistical difference between the experi-
mental group and the control group in the effect of sports
on the human step test index.

4.3.2. The Impact of Sports on People’s Physical Fitness. Phys-
ical fitness is an important aspect of evaluating the level of
sports and generally includes strength, endurance, flexibility,
and other qualities. In this study, four evaluation indicators,
including 50-meter running, endurance running, standing
long jump, and sitting forward bending, were selected as
the research objects of cluster analysis. The specific results
are shown in Table 5.

It can be seen from Figure 6 the cluster analysis of the
impact of sports on people’s physical fitness, the heterogene-
ity test results are 0% (boys) and 3% (girls), and it is believed
that there is no statistical difference in the physical fitness of
middle school boys in each study. It is qualitative and P <
0.001, indicating that the influence of sports on people’s
physical fitness is statistically different between the experi-
mental group and the control group. There was no statistical
difference between the experimental group and the control
group without exercise intervention in the sitting position
of boys in the seated forward bending (P =0.11>0.05),
while there was a significant statistical difference in girls
(P=0.11>0.05, P <0.001). The flexibility of boys itself is
worse than that of girls, and the plasticity is not as strong
as that of girls. There may be no statistically different results.
But generally speaking, physical exercise intervention has
improved the flexibility of middle school students, but the
improvement is not great.

4.3.3. The Impact of Sports on Whether People Are Willing to
Participate in Sports. People’s willingness to participate in
sport is an important indicator of how they assess the extent
to which sport will develop in the future. By testing the ques-
tionnaire using methods commonly used in sociological
research, making additions and modifications based on the
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test results, and conducting cluster analyses of the recorded
research data, we could obtain information about whether
people want to participate in sports. The specific results are
listed in Table 6.

It can be seen from Figure 7 that with the promotion of
sports, people are willing to take the initiative to participate
in sports, which increases sports consumption in disguise
and promotes the development of the sports industry. It
shows that sports intervention can significantly improve
people’s willingness to participate in sports.

5. Conclusions

This paper uses the Kohonen neural network to study the
impact of sports on students’ body shape, physical function,
physical fitness, and whether they are willing to participate
in sports. Five indicators are selected for cluster analysis.
After the intervention of sports, people’s vital capacity and
the step test index increased significantly and have signifi-
cant statistical significance, which shows that the application
of Kohonen neural network clustering analysis method has
great practical value for the comprehensive evaluation of
people’s physical function and physical fitness. There is
objective, reasonable, effective, and rapid quantitative evalu-
ation of people’s physical functions and physical fitness
methods.

In recent years, the literature on physical health research
has shown an increasing trend, which also reflects from the
side that sports researchers are paying more and more atten-
tion to people’s physical health. Traditional literature
reviews will be affected by the author’s different subjective
views and interests. This will produce different results, and
cluster analysis has certain procedures and rules to follow,
which can enhance the objectivity and accuracy of the
results. It can be seen from the research in this article that
the application of cluster analysis to the field of sports
research can not only avoid the huge projects brought about
by sports tests but also expand the research sample size by
comprehensively analyzing the relevant research results to
obtain more accurate research. The results provide possibil-
ities and methods.

In the domestic research literature in recent years, there
are many studies on physical health, the intervention
methods are not consistent, and the choice of exercise
methods is various. This also has a certain impact on the
research results of this article, making the research results
of this article unable to meet expectations. In addition, due
to issues such as search methods and database permissions,
some related studies may be missed, which will affect the
results of the research. However, because of the higher the
quality of the cluster analysis method itself, the more uni-
form the literature inclusion criteria, the stronger the objec-
tivity of the results, and the more convincing it is to solve the
problem of inconsistent research results, so the conclusions
obtained in this article are still objective.
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