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Meeting users’ preferences and increasing business revenue is an ongoing challenge in the mobile service application. In this
paper, we address these challenges by mining mobile user behavior patterns and propose an approach to construct a group
user portrait by analyzing access data collected from the users of the WeChat Mini Program. We extract the attributes of
mobile users considering their geographic information, online duration, and age group. Using Z-score standardized processing
and K-means clustering algorithm, we then model the user portraits through three dimensions including daily average
duration, interaction intensity, and access frequency. Our analysis has two important features. Firstly, the significant log data
used in our experiments was collected from the production environment ensuring that the results reflect the real attributes of
WeChat Mini Program users’ behavior. Secondly, we provide data-driven decision-making to help marketers enhance the
quality of the product and improve user experience. The experimental results indicate that by distilling and analyzing the key
factors from the log data, the characters of typical users can be properly profiled to help product owners better optimize the
exact set of the features which need to sustain and further grow.

1. Introduction

In recent years, mobile Internet applications have been
extensively developed and the activity profile of mobile users
has been significantly changed. The corresponding available
event log data includes a wealth of information regarding the
user behavior which can be mined to obtain useful insights
for commercial incorporations. Such insights can be also
used to dramatically improve user’s experience and unearth
hidden revenue opportunities, either through enhanced
performance, customized user interface, or targeted
advertisements.

WeChat Mini Program represented by Tencent is domi-
nating the mobile ecosystem in China. According to the
WeChat Mini Program Official Report, the daily number
of active users (DAU) exceeded 400 million, and the average
monthly use time of the Mini Program was 64 minutes as of
March 2020. The permeability of the active users of the Mini

Program accounted for 78.9%. Competition in this market
has also recently increased. Therefore, one of the main chal-
lenges is finding new ways to effectively improve the func-
tions of the product and maintain a high customer
retention rate.

User portrait, namely, user profiling, refers to acquiring,
extracting, and representing the features of the user in the
form of a rich semantic-based structure [1, 2]. User profiling
includes basic demographic information (such as name, gen-
der, and nationality) as well as dynamic behavior informa-
tion (such as interests and preferences) [3]. User portrait is
widely used in several research fields. For instance, Ontika
et al. [4, 5] presented a machine learning method to realize
the identity of lyrics authors through user portraits. Also,
Xu et al. [6] collected Douban movie data and the content
of users’ comments to design a social media resource aggre-
gation model. They then used this model to establish a map-
ping relationship between the user portrait and the resource
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portrait, providing a reference for resource aggregation.
Zhang et al. [7] also extracted the characteristics of a group
of the paid user group and provided a three-dimensional
user attribute based on their viewing data to retain the core
users.

In the traditional retail industry, Gu et al. [8] proposed a
psychological modeling method to profile the big five per-
sonality traits of the users with their emotion-bearing tweets
to accordingly customize their personalized services.

Although there are many research works on the user
portrait, there are still research gaps especially on the behav-
ioral data generated from WeChat Mini Program. To the
best of our knowledge, there are no systematic studies on
the user portrait to profile the target users and provide deci-
sion support for the companies.

In this paper, we derive insights on identifying potential
users and the importance of understanding different users’
motivations and concerns. This paper utilizes log datasets
including mobile users’ behavior and mine the deep-level
representative implicit information and outlines the specific
groups of the user portrait. The datasets are collected from a
medium-sized application called EnglishMyName and col-
lected from September 5, 2018, to November 24, 2019. The
multidimensional log data consists of geographical distribu-
tion, online duration, and user term query.

There are three main contributions in this paper: (1)
Inferring the users’ behavior characteristics and static attri-
butes using mobile clickstream data; (2) building and
deploying a WeChat Mini Program application to collect
simultaneously behavior data online in compliance with
the user privacy; and (3) providing practical suggestions
for product operators and service providers using clustering
technology and user portrait features.

The rest part of this paper is organized as follows: The
related work is reviewed in Section 2. Section 3 introduces
experimental preparation and data processing. Section 4
presents cluster analysis, compares four internal validation
measures, and also profiles the groups of user portraits.
Finally, the conclusions are drawn, and future research
direction is discussed in Section 5.

2. Related Work

Alan Cooper, the Father of Interaction Design, introduced
the concept of user portrait which is considered to be a fic-
tional, specific, and concrete representation of the target user
[9]. In the era of big data, massive data can reflect on user
intentions, implying the user behavior patterns and interest
preferences. Therefore, user portrait has been extensively
investigated in recent years. Alan et al. [10] analyzed Twitter
users from three perspectives, geographic location, gender,
and belief, and found that the Internet users truly reflect
the true population distribution in every area of the USA.
Ruas et al. [11] identified different user behaviors through
clustering methods based on the degree of interaction
among Facebook users. They classified the users into three
types: audience, participant, and content producer. Yu
et al. [12, 13] also proposed variant regression algorithms
to model mobile user gender and personality traits from

their mobile phone sensory data. Based on the hotel review
data, Shan et al. [14] constructed a user portrait from three
dimensions, user information attribute, hotel information
attribute, and user evaluation information attribute, and
then provided the basis for merchants to understand cus-
tomers’ needs through precision marketing. Zeng et al. [15]
conducted star fans’ user portraits from social media topic
data collected from Sina Weibo and dug out the targeted
fans groups. This can help enterprises better tailor their mar-
keting efforts. Liu et al. [16] concluded that the individual
user portrait research is focused on specific users in a certain
scene and labeled them with multifaceted features. It is suit-
able for distinguishing different users but not for exploring
the user’s behavior regulations in groups.

Furthermore, Akbari et al. [17] proposed that the group
user portrait research can highlight users’ behavior patterns
and categorize them into different groups by clustering and
association rules. The existing studies have modeled the user
portrait based on the datasets mainly collected from social
media platforms such as Twitter, Facebook, Weibo, and e-
commerce platforms. However, few researchers paid atten-
tion to the user portrait modeling techniques on the WeChat
Mini Program application. To bridge this gap, here, we
explore geography distribution, online duration, and user
query preference to mine the behavioral patterns of the
mobile users.

Here, we use the K-means algorithm for clustering
mainly due to its simplicity and efficiency [18–22]. Cluster-
ing here is used to categorize mobile visitors based on their
behavioral data and formulate their corresponding relevant
marketing strategies. Additionally, a considerable amount
of the previous works on the behavioral attributes for user
profiling inspired us to have a comprehensive group user
profiling type [21, 23]. Considering the typical business sce-
narios, we further extract three behavioral features (i.e., daily
average duration, interaction intensity, and access fre-
quency) for user portrait inference to make clustering anal-
ysis results and decision more applicable.

3. Data Preprocessing and Data Analysis

In this section, we collect log items from the WeChat Mini
Program app, EnglishMyName under a strict privacy policy.
This app aims to serve Chinese users who pick a transliter-
ated English name for their given name. The entire dataset
contains 515, 684 items that occurred from September 5,
2018, to November 24, 2019, and are saved as CSV files.
The files consist of user identification number, request time,
operation type, and request content. The log list allows us to
learn which page content has been accessed, at what time,
where, and by whom.

The original request content is in an arbitrary format,
but it must be machine-readable. To achieve it, we use data
preprocessing which is critical for performing user behavior
analysis before performing the data mining task. It includes
data cleaning, data transformation, and data reduction.

The process of data cleaning is to remove noisy or irrel-
evant data. Specifically speaking, if a user just logs in to this
app with no further action, the landing records are
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eliminated. During the development and testing phase, huge
amounts of debug records are generated, and we eliminate
them from the raw logs since they are irrelevant. Further-
more, automated programs like web crawlers are removed
from the log files. On the other hand, the data format which
is stored in chronological order must be changed into the
tabular form that is at a relatively fine granularity. In the last
phrase, the structured data is processed with the technique
called Z-score normalization. Finally, we selected 19,383
records on online user behavior and used these resources
to model and analyze the user portrait.

For one mobile application, each user action in one ses-
sion shows differentiated performance. Inspired by the user
information to profile [24–28], this paper illustrates mobile
user behavior from multidimensional features such as loca-
tion, online duration, and visitor’s query term [29]. We then
explore the behavioral patterns in each interactive session
and categorize the users into different groups using the K
-means clustering algorithm.

3.1. Geographic Distribution of User. In Figure 1, deeper
color means a larger number of users. Through the terminal
IP analysis of the province to which the user belongs, it is
seen that the major users are from Guangdong province
followed by Zhejiang and Shanghai. The number of habitats
in these southeastern coastal cities is much higher than that
of the inland cities. In the inland cities, users are highly con-
centrated in economically developed regions such as Beijing,
Hubei, and Sichuan. The overall visitor of this application is
mainly distributed in the provinces with high information
levels and leading cultural development. Analyzing the geo-
graphical distribution of the users can help the decision-
maker to evaluate the effect of targeted advertising and for-
mulating the delivery strategies.

3.2. Analysis of User Online Duration. Analyzing the distri-
butions of the frequencies over each operation during a
day can improve the quality of experience (QoE) and save
operational costs for service providers. Besides, it optimizes
the allocation of system resources. For instance, operators
can reduce network bandwidth during periods of low work-
load. We take a day as one periodical unit to count the dis-
tribution of requests from the users within one day. As
shown in Figure 2, by analyzing the request frequency of
all users’ login time within the period in days, it is seen that
the total number of visitors is low overnight before the
beginning of a rapid ascent commencing at 4 a.m. Then, it
remains active over the day, reaching its initial peak around
11 : 00 a.m., a tiny peak at 4 : 00 p.m., and an evening high
between 8 and 10 p.m. It can be found that there is a peak
in the morning, noon, and evening. The active periods are
concentrated in (9 : 00 a.m. to 11 : 00 a.m.), (14 : 00 p.m. to
16 : 00 p.m.) and (20 : 00 p.m. to 23 : 00 p.m.), with the num-
ber of users in (20 : 00 p.m. to 23 : 00 p.m.) being the most
active in the evening. This finding is in line with the
“2018-2019 Mini Program Industry Growth Research
Report” that indicates the active peak time is from 9 a.m.
to 11 a.m. and from 2p.m. to 4 p.m. The peak of users’ activ-
ity mainly occurs during the idle period when they go off
work or school. Combining with more multidimensional
data, analyzing and verifying more thorough users’ occupa-
tion distribution for users are our future work.

3.3. Age Group Estimation. Understanding the correlation
between the customers’ demographics (e.g., age and gender)
and behavior is essential for marketing operators. Age group
estimation plays a key role that prompts companies to target
potential customers in the right place at the right time and
enhance their service [30]. As shown in Figure 3, the birth
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Figure 1: Distribution of the users’ locations.
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year selected by users is mostly between the late 1990s and
early 2000s. It can be known from the calculation that the
age of the user group should be between 18 and 23 years
old as of the year 2019, and most of them are university stu-
dents. Also, we find the number of visitors increases steadily
since 2011 until there is a local peak in 2016. For the reason
that the population is statistically aged from 3 to 8, we can
reasonably assume that they have little ability and accessibil-
ity to the Internet and most likely their parents used this
application for them.

4. K-means Clustering Analysis

In this section, we describe our unsupervised method to
build a user behavior model from clickstream log data. Clus-
tering is the process of organizing data into classes that are
internally cohesive and well-separated. As a representative
of the distance-based unsupervised clustering algorithms,
K-means [31] assigns each data point to the cluster which
has the closest centroid [32] and produces tighter partitions
than the hierarchical clustering. Usually, N samples or
observations are divided into K clusters, and the K value is
specified by the elbow rule and silhouette score.

Clustering based on original statistical data is feasible in
theory. In practice, it has very rarely done so—not only will

the redundant and nonbusiness-related features increase the
computational complexity, but also such results are not much
practical significance.

Users in distinct life stages have different intentions and
perform different activities in the process of obtaining infor-
mation, and the valuable behavioral features within each
group are often hidden in the original statistical data. Accord-
ing to the characteristics of clickstream log data and specific
business, we construct such indicative features: average inter-
val between user operations(s), average number of operations
per session, and average duration of each session(s).

(i) Average interval between user operations. It means
how much time on interval between two operations
in one session

(ii) Average number of operations per session. It counts
how many times the users interact with this app in
one session. The session is defined as a period
wherein a user is actively engaged with an app

(iii) Average duration of each session. It shows how long
users every session last

4.1. Data Normalization. Data normalization is one of the
preprocessing in data mining and is especially needed for

0

200

400

600

800

1000

1200

1400

1600

Hour of day

N
um

be
r o

f v
isi

to
rs

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Figure 2: Distribution of the hourly number of online users.

0

100

200

300

400

500

600

Year

N
um

be
r o

f v
isi

to
rs

19
68

19
71

19
74

19
77

19
80

19
83

19
86

19
89

19
92

19
95

19
98

20
01

20
04

20
07

20
10

20
13

20
16

20
19

Figure 3: Distribution of the users’ birth years.

4 Wireless Communications and Mobile Computing



distance metrics, such as Euclidian distance which is sensi-
tive to differences in the magnitude or scales of the fea-
tures. The distance-based K-means algorithm will give a
higher weighting to the variable with higher magnitude,
so we use data normalization for all variables to overcome
the bias.

The importance of normalization is that it can generate
high-quality clusters and improve the performance of clus-
tering algorithms [33]. There are different normalization
techniques such as min-max, Z-score, and decimal scaling.
In this paper, we adopt Z-score normalization as it handles
outliers well, and do not have a predetermined range. The
calculation formula is as follows:

xnorm = x − xmean
xstd

: ð1Þ

4.2. Identify K Value. Before performing K-means clustering
on the above data, we need to get the optimal value of K . The
most prevalent methods for determining the right cluster
numbers are the elbow technique and the silhouette method.
The elbow method measures the sum of squared error (SSE)
for different K value to choose the most appropriate number
of clusters. The SSE will decrease as the K value rises. The
lower the SSE, the fewer the samples in each cluster are
and the more homogenous they are. We choose K around
the point where the degree of distortion lowers the most.
The silhouette method estimates the cohesion and the sepa-
ration [34]. For clustering results, we want modest differ-
ences inside clusters and huge disparities across clusters;
therefore, the optimal cluster number is determined by the
highest score of the index, and the calculation formula is
as follows:

s ið Þ = b ið Þ − a ið Þ
max a ið Þ, b ið Þð Þ , ð2Þ

where bðiÞ represents the mean distance between point i and
all sample points in the nearest cluster and aðiÞ represents
the mean distance between point i and other sample points
in its cluster.

To identify the optimal K value, we evaluate the perfor-
mance of the elbow method and the silhouette method on
the mobile user log dataset. We use the K-means algorithm
with K ranging from 2 to 40. Figures 4 and 5 demonstrate
the experimental results. We also consider the specific busi-
ness on our real-world dataset to be much more realistic and
actionable; hence, we subdivide the data sets into 8 groups to
keep clustering accuracy. As shown in Figure 4, at k = 8, the
line graph begins to flatten significantly, and the sum of
squared distance (SSE) is 11322.847 when k = 8. In
Figure 5, the silhouette score is 0.49 at k = 8. The structures
of clustering results are illustrated in Figure 6. Distinct clus-
ters are clearly shown in 3 dimensions and the clustering
algorithm groups data points into nonoverlapping sub-
groups in a clear and distinct way.

4.3. Analysis of Group Portrait. By qualitatively analyzing the
clustering results, we divide the potent visitors into eight
groups. The result is consistent with the Pareto principle,
generally known as the 80/20 rule. In other words, 20% of
users devote 80% of the app’s network volume.

Persona 1: As can be seen from the Table 1, this per-
sona contains more operations per session on average,
with 77 operations per session, despite the short interval
between operations (an average of 12.737 s). From the
high number of actions and short intervals, we can pre-
sume users may be interested in the main functionalities
of this app, but the specific content does not address
their genuine demands. The conductor can conduct a
questionnaire to capture the essence the users’ wants
and desires, based on the survey results, taking efforts
to improve the content supply to satisfy the needs of
diverse users.
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Persona 2: It accounts for 20.92% of all the analyzed
users. The average interval between user actions is 15.071
seconds, with each session having 32 operations on average
and lasting 424.124 seconds or nearly 7 minutes. The small
number of operations and short duration time imply that
this persona does not have a strong desire for continuous
usage, which might mean that the content does not meet
user demands or that the novice guiding instruction is too
complicated. The conductor should perform an investiga-
tion to discover the possible causes behind user churn and
focus efforts on enhancing capabilities and periodically
sending updates to users in order to create a powerful
chance to deepen users’ comprehension of the product and
reestablish bonds with them.

Persona 3: This group of users, on average, spends
around 9 minutes in one session, and their average access
frequency is 11 times per session. It is assumed that this type
of user has an intention to use. To build customer loyalty,

the conductor may utilize collaborative recommendations
to deliver more information depending on users’ interests.

Persona 4: It is the largest cluster with about 65.11% of
users with the mean interval between two operations of
14.343 s, each session contains only 9 operations on average,
and the mean session duration time is about 1 minute. Based
on the statistics, it is reasonable to conclude that this user
group does not touch the app’s module thoroughly. The
conductor can provide eye-catching content to them to
pique their attention and encourage the users to return.

Persona 5: Although there are fewer operations in this
session, the average session duration is greater, at 18
minutes, and the gap between operations is longer. The ses-
sion contains fewer operations, but the average session dura-
tion is longer, at 18 minutes, and the interval between
operations and operations is longer. This signifies that the
page’s content is popular among users. To raise users’
dependency on the product, strengthen their sense of
belonging to the platform, and improve user retention rate,
the conductor needs completely comprehend their attractive
content and perform targeted pushing.

Persona 6: This persona has the most operations in each
session (173) and the longest session duration (43 minutes
on average). According to the data, this persona has a high
level of loyalty and trust in the platform and is the valuable
customer who should be the conductor’s first focus. Persona
6 is essential for achieving a virtuous cycle of development.
To develop a closer relationship with this persona, incentivize
consumers with tailored service, points, and unique offers.

Persona 7: This persona has the fewest users, the longest
average gap between operations (570.866 s), and the smallest
average number of operations each session (just 4). We
believe this persona has achieved its objectives with only a
few activities. Therefore, for those users, we can employ
material incentives to stimulate them to share the product
with their friends.
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Persona 8: This type of user has a higher access fre-
quency and is interested in the features of the app and will-
ing to take time to indulge in it. For such great potential
users, the conductor should focus on delving into the public
character of the users and, on that basis, adopt suitable prod-
uct development strategies to raise users’ degree of satisfac-
tion and promote the conversion of such active users into
the valuable user.

5. Conclusions

The amount of time spent on using mobile apps (especially
for the WeChat Mini Program) has been significantly
increased in recent years. User behavior patterns should be
thoroughly modeled to provide the operators with deeper
insights and expand their targeted customer market. To
tackle this important problem, in this work, we visually cat-
egorized users with real-world data into different user por-
trait groups. In particular, we presented a classical
clustering analysis quantitatively and qualitatively, where
we combine the static user information, e.g., their region,
birth year, and gender with their dynamic attributes, such
as users’ online duration, interaction intensity, and access
frequency to find correlations between WeChat Mini
Program users. We further compared various internal
evaluation measures for the most appropriate clustering
results. To the best of our knowledge, this is the first research
work to model Mini Program user behavior patterns that
provides actionable insights for practitioners. The findings
of how to label the targeted mobile users in this paper
enhance future products and help companies keep their
competitive advantage.

Further research directions include applying more
sophisticated algorithms to identify social users from log
data; Deng et al. [35] proposed for frequent pattern mining
user identification algorithm, extending more comprehen-
sive key attributes to explore user portraits. Consequently,
we plot precisely user portraits and then instantly prompt
decision-makers to regulate market strategy.
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