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The purpose of this research is to use the image recognition technology of smart sensors to establish a preschool education system
for preschool children, which can realize interactive image-based learning and education for preschool children. This paper uses
CMOS image sensor (IV2-6500CA of KEYENCE) to design the front-end image acquisition hardware system and establishes an
image recognition system that can realize most of the recognition functions based on BP neural network algorithm and ImageNet,
MS COCO, MNIST, and the Chars74K dataset and integrate the image recognition system into the preschool education
interactive system. The image recognition system has a high accuracy rate, with an overall accuracy rate of 85.16%. Compared
with the traditional preschool education system, it has a higher recognition rate, better teaching efficiency, and interactivity. It
can recognize most of the objects that children touch and have a good interactive education effect.

1. Introduction

Online education is a new type of education and education
mode under the integration of education and the Internet.
This mode is mainly oriented to intelligent interaction and
services. Traditional home children’s literacy is mainly
taught to children by teachers with the help of reference
books, large-character cards, teaching aid maps, and other
tools. This model is relatively dull and not interactive. With
the popularization of electronic products, some teaching
electronic devices emerge in an endless stream, so that chil-
dren can easily learn knowledge in the process of entertain-
ing and entertaining. The existing preschool education
system still has many technical deficiencies, most of which
are relatively backward. In image recognition, the two-
dimensional code recognition technology is more used, and
there is no database intelligent processing support. It is not

possible to shoot and identify real objects at will, and it is
impossible to solve the questions that children encounter
in daily exploration in real-time, accurately, and effectively.
When encountering new and unknown things, they can only
ask their parents for help. Therefore, the development of
children’s learning interactive systems with better perfor-
mance and stronger functions is particularly important.

In recent years, because CMOS is superior to CDD in
performance, researches on various applications of CMOS
have emerged one after another. Researcher Assefa et al.
introduced a small waveguide integrated germanium-on-
insulator (GOI) photodetector with a capacitance of 10 ± 2
fF and an operating rate of 40Gbps. During the source-
drain implantation activation annealing process, the mono-
lithic integration of thin single crystal germanium in the
front-end CMOS stack is realized through rapid melt growth
[1]. Bourdel et al. use ST Microelectronics CMOS 0.13m

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 2556808, 11 pages
https://doi.org/10.1155/2022/2556808

https://orcid.org/0000-0002-3044-2876
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2556808


process to design a fully integrated ultra-wideband (UWB)
pulse generator suitable for the Federal Communications
Commission (FCC) 3.1-10.6GHz frequency band. This gen-
erator is reserved for medium-speed applications and real-
izes pulses for on-off key control (OOK) modulation, pulse
position modulation, or pulse interval modulation [2]. To
improve the energy efficiency of CMOS, Bol has significantly
improved the robustness and timing closure of ultralow volt-
age circuits in 65/45 nm CMOS by reducing the noise mar-
gin. This process not only satisfies a reasonable
manufacturing output but also reduces energy efficiency in
the case of long-term standby [3]. Although researchers have
made a lot of progress in the improvement of CMOS energy
efficiency, the research on improving the imaging quality of
CMOS sensors still needs to be further improved. In power-
constrained visual image recognition tasks based on IoT
devices, the energy constraints due to the end of Dennard
scaling limit the performance of neural network (NN) algo-
rithms on popular digital platforms and cannot meet the
energy efficiency requirements of embedded AI applications.
To this end, Chen et al. proposed a CMOS image sensor
based on the convolution kernel read-out method of mixed
signal domain near-field processing structure. In this
method, the visual data is collected from the smart CIS,
which can realize the maximum kernel readout and the min-
imum sliding step of the convolution operation [4]. Image
recognition technology has applications in all walks of life.
For example, Jin et al. designed an intelligent vegetable cul-
tivation device based on APP control, Internet communica-
tion, and image recognition technology. The device has
functions such as remote control, precise seeding, quantita-
tive dosing of liquid materials, and weed identification. The
device mainly includes a tilling execution part, an image pro-
cessing part, an STM32 microcontroller, and an application
program that sends commands and controls the device to
perform the corresponding tilling work. This research
improves the intelligent and intensive level of vegetable cul-
tivation, reduces the waste of production resources, and real-
izes the quantitative transportation of liquid materials [5].
Most image recognition is based on static images, and the
research on dynamic image recognition is more difficult in
the field of human motion recognition. Kim and Yoon pro-
posed an effective feature extraction method in the existing
human motion recognition technology, called adaptive local
binary pattern (ALBP), for applications based on depth
images. Compared with the traditional local binary mode
(LBP), this algorithm can not only extract the textureless
shape information in the depth image but also has a constant
distance in the distance image [6]. Elngar and Kayed also
apply face recognition in image recognition technology to
vehicle intelligence. To prevent crimes such as vehicle theft,
he proposed a development plan for vehicle protection and
alarm systems based on Internet of Things technology and
biometric authentication, which uses Pi cameras and PIR
sensors. If the developed system detects an unauthorized
person in the vehicle, the system will send its image and
the location of the vehicle when it was stolen or damaged
to the owner or the police via the Internet. Tests show that
the accuracy of the system is 98.2% [7]. It can be seen from

the related work listed that, although the performance of
CMOS smart sensors for image recognition is superior to
that of CDD sensors, there are still some minor shortcom-
ings, for example, when processing more complex images,
it is easy to overload and heat, and the image quality is not
as good as CDD. However, when it is applied to the pre-
school education system studied in this article, these small
shortcomings do not affect the results.

This article creatively applies the intelligent sensor image
recognition to the preschool education interactive system.
Taking advantage of the CMOS image sensor’s low energy
consumption and fast readout speed, combined with deep
learning algorithms, a dedicated interactive learning data-
base composed of multiple image databases suitable for pre-
school children is established. Through the computer to
recognize and analyze the image transmitted by the sensor,
the system can help children carry out preschool education
including the recognition of numbers, letters, and static
objects. It is technically superior to the existing preschool
education systems on the market, can achieve the purpose
of learning in daily life, and help children better understand
the surrounding world [8].

2. A Method for Establishing an Interactive
System for Preschool Education Based on
Smart Sensor Image Recognition Technology

2.1. Image Technology

2.1.1. The Basic Framework of Image Recognition. In early
childhood education, images are more important. What we
need to use are the recognition of words, letters, and num-
bers, as well as the recognition of some objects, including
animals, plants, furniture, and toys [9].

Image recognition is a technology that analyzes the input
image through the medium of a computer to distinguish it.
The image recognition process is shown in Figure 1.

The basic framework of the image recognition system is
shown in Figure 2, which is mainly composed of four parts:
image enhancement, image segmentation, image descrip-
tion, and image classification. It combines the image recog-
nition process, processes, and transmits images through
hardware and software systems, and completes the process
of recognition through feature extraction and classification
and retrieval of the database.

2.1.2. Grayscale of Color Pictures. The pictures obtained by
taking pictures are generally color pictures in RGB format.
To recognize the text on the picture, the picture needs to
be grayed out [10].

Each color in the RGB color space is composed of three
components: R (red), G (green), and B (blue), each compo-
nent is divided into 255 values, so the value range of each
pixel point is 255 cubic. When the three components of R,
G, and B take the same value (i.e., R = G = B), it is a grayscale
image. Generally speaking, grayscale binarization is the first
step in image processing. There are three main methods of
image gray-scale processing: maximum value method, aver-
age value method, and weighted average method:
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(1) The maximum method can be expressed by the fol-
lowing equation

F i, jð Þ =max R i, jð Þ,G i, jð Þ, B i, jð Þð Þ: ð1Þ

(2) The average value method can be expressed by the
following equation

F i, jð Þ = R i, jð Þ +G i, jð Þ + B i, jð Þð Þ
3 : ð2Þ

(3) The weighted average method can be expressed by
the following equation

F i, jð Þ = k ∗ R i, jð Þ +m ∗G i, jð Þ + n ∗ B i, jð Þ: ð3Þ

In the three formulas (1), (2), and (3), ði, jÞ represents
the coordinates of a certain pixel, and Fði, jÞ represents the
gray value of a certain pixel. In most cases, the grayscale
effect of the weighted average method is better.

2.1.3. Quantification of Color Similarity. Image feature refers
to the effective information that can characterize the mode
of an image. Generally, after extracting the information,
the information should be quantized into one or a group
of (vector) data [11]. As a main feature of an image, color
features are relatively more convenient to extract and quan-
tify. However, in the identification and classification of pat-
terns, the similarity of the two colors is often compared
and used as the basis for discrimination and classification.
Therefore, the choice of a good color similarity quantifica-
tion algorithm is essential for image recognition. The color
similarity quantification algorithm not only has a great influ-
ence on the result of image recognition but also has a great
influence on the complexity and execution efficiency of the
entire recognition algorithm. Here are some commonly used
color similarity quantification algorithms:

Input the image to be
recognized Preprocess the input image Feature extraction

Identification and
classification

Output identification 
results

Figure 1: Image recognition process.
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Image transformation

Image segmentation

Image description

Classification decision

input image

Improve
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Target
image

Vector,
string or tree

Target type

Feature 
extraction

Pattern recognition

Image processing

Figure 2: The basic frame diagram of the image recognition system.
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(1) Minkowski distance

D P,Qð Þ = 〠
i

Hi Pð Þ −Hi Qð Þj jR
 !1/R

: ð4Þ

If the feature vectors representing colors are mutually
opposed, and these color feature vectors are equally impor-
tant for pattern recognition, then, Minkowski distance can
be used to quantify the similarity of two colors.

(2) Quadratic distance

D P,Qð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HP −HQ

� �
A HP −HQ

� �q
: ð5Þ

Because the vectors that characterize color features gen-
erally have some correlation, there is a quadratic distance to
quantify color similarity. In the above formula, A is a sym-
metric matrix that represents the correlation between feature
vectors.

(3) Mahalanobis distance

D P,Qð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HP −HQ

� �
C−1 HP −HQ

� �q
: ð6Þ

The principle of Mahalanobis distance is similar to qua-
dratic distance, and the similarity between color feature vec-
tors is also considered. It just replaces the matrix A with the
negative first power of the covariance matrix C, which is
composed of the covariance value Ci between each eigenvec-
tor. In the design of the pattern recognition algorithm, the
appropriate color similarity quantification method should
be selected according to the characteristic pattern of the
image to be recognized .

2.1.4. Image Sensor. Smart sensors are widely used in home
appliances, automotive industry, aerospace, machinery,
chemistry, pharmaceuticals, and other fields. With the rise
of emerging industries such as the Internet and mobile Inter-
net, smart sensors including smart agriculture, smart trans-
portation, health care, smart clothing, and other fields have
a wide range of applications [12].

(1) CCD image smart sensor

CCD is called charge-coupled device. The inside of the
CCD is composed of many photosensitive pixels. Each pixel
is a photodiode, which detects the charge generated on the
pixel. The amount of signal charge generated is directly pro-
portional to the intensity of the incident light and the expo-
sure time [13]. The working principle of CCD is shown in
Figure 3.

(2) CMOS image smart sensor

CMOS, the scientific name, is complementary metal-
oxide-semiconductor. The manufacturing technology of
CMOS is the same as that of general computer chips. It is
mainly composed of semiconductors composed of silicon
and germanium. N (negatively charged) and P (positively
charged) semiconductors coexist in CMOS [14]. Figure 4
shows the working principle. If external light illuminates
the pixel array of the CMOS sensor, a photoelectric effect
will be generated, and the corresponding charges will be gen-
erated between the pixel units. The row selection logic unit
selects the corresponding row pixel unit, and the image sig-
nal level in the row pixel unit is sent to the corresponding
analog signal processing unit via the signal bus of the corre-
sponding column, converts the digital signal into a digital
signal analog converter, and finally outputs it through the
output interface.

2.1.5. Image Database. For image recognition, a detailed
database is required to extract the image features obtained
and match them with the image features in the database to
achieve the purpose of recognition. Due to the larger, multi-
dimensional, and diverse image data, the larger the database,
the higher the accuracy of image recognition, which is essen-
tial for image recognition [15].

The database information table is shown in Table 1.
The four databases in Table 1 are different and have their

own advantages. To achieve a more comprehensive picture
recognition function, the four databases are selected to be
combined to achieve complementary effects.

The four typical image data sets will be introduced
below:

(1) ImageNet

ImageNet is a computer vision system recognition pro-
ject and is currently the world’s largest image recognition
database. It was established by computer scientists at Stan-
ford in the United States to simulate human recognition sys-
tems (as shown in Figure 5). It can recognize objects from
pictures, and it currently contains 14197122 images, which
is the largest known image database [16].

(2) MS COCO (Microsoft Common Objects in Context)

COCO is a data set that mainly targets scene interpreta-
tion and performs position calibration by accurately seg-
menting targets. This data set is mainly intercepted from
complex daily scenes. It originated from the Microsoft
COCO dataset which was funded and annotated by

2⁎2 RGGB
Sub-mosaic
Pattern of
Bayer CFA

Pixel Sensor
Array

Figure 3: CCD working principle diagram.
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Microsoft in 2014. The image includes 91 types of targets,
328,000 images, and 2,500,000 labels, and the number of
individuals in the entire data set exceeds 1.5 million [17].
The way COCO recognizes objects is shown in Figure 6.

It can be seen from Figure 6 that when multiple objects
in the picture are recognized, COCO first classifies the target
objects, then marks the targets, classifies the same targets,
and finally separates the marked objects from the surround-
ing background.

(3) MNIST (Mixed National Institute of Standards and
Technology)

MNIST is a large handwritten digit database, which is
widely used for training and testing in the field of machine
learning, compiled by a scholar from New York University.
MNIST contains 60,000 training sets and 10,000 test sets.
Each image has been scaled, normalized, and digitally cen-
tered. The fixed size is 28 ∗ 28 (as shown in Figure 7) [18].

(4) The Chars74K dataset

The Chars74K dataset is very classic in the data set. It is a
character recognition data set, which mainly includes
English characters and Kannada characters. Because this
data set has a total of 74000 images, it is also called
Chars74K [19].

In English, Latin letters (excluding accents) and Hindu
Arabic numerals are used. For simplicity, we call it the
“English” character set. The data set includes 64 categories
(0-9, A-Z, A-Z), 7705 characters obtained from natural
images, 3410 hand-drawn characters using a tablet PC, and
62992 characters synthesized from computer fonts, which
contains as shown in Figure 8.

2.2. Image Recognition and Classification Based on BP
Neural Network. The BP neural network has three or more
multilayer neural networks, and each layer is composed of
several neurons. As a widely used neural network learning
algorithm, it is more mature in all aspects [20].

The action function of BP neural network usually adopts
S-type function (Sigmoid function):

y = f WX + θð Þ = 1
1 + e− WX+θð Þ : ð7Þ

The representation methods of threshold function and
linear function are as follows:

Threshold function:

y = f WX + θð Þ =
1 WX + θ ≥ 0
0 WX + θ < 0

1,
0:

(
ð8Þ

Linear function:

y = f WX + θð Þ =WX + θ: ð9Þ

BP network training algorithm.
The steps of the BP algorithm can be summarized as

follows:

(1) Initialization

(2) Making the following calculations for each sample:

Forward calculation: supposing the input of the j-th unit
in n iterations is xiðnÞ, the output is yiðnÞ, and the net input
sj of the unit is

sj nð Þ = 〠
p

i=0
wij nð Þxi nð Þ, ð10Þ

where P is the number of inputs added to unit j, and wij

is the connection weight from unit i to unit j in the previous
layer, then, there is an output:

yj nð Þ = f j sj nð Þ� �
: ð11Þ

Among them, f jðsÞ is the action function. If the action
function of unit j is the sigmoid function, then

yj nð Þ = 1
1 + exp −sj nð Þ� � , ð12Þ

yj′ nð Þ = −exp −sj nð Þ� �
1 + exp −sj nð Þ� �� �2 = yj nð Þ 1 − yj nð Þ

� �
: ð13Þ

Reverse calculation: supposing the expected output is
djðnÞ, then the error signal ejðnÞ is ejðnÞ = djðnÞ − yjðnÞ,
and the total square error ξðnÞ at the output is

ξ nð Þ = 1
2〠

q

j=1
e2j nð Þ: ð14Þ

The mean value ξAV of the squared error is

ξAV = 1
N
〠
N

n=1
ξ nð Þ: ð15Þ

The correction amount of weight wij is

Δwij nð Þ = −η
∂ξ nð Þ
∂wij

= −ηδ j nð Þxi nð Þ: ð16Þ

Color
Filter

Pixel
Array

ADC

Control

Figure 4: Schematic diagram of the working principle of CMOS.
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The minus sign indicates that the correction amount
falls in the direction of the gradient, where δjðnÞ = ej f j′ðsjðn
ÞÞ is called the local gradient. When the unit j is an output
unit, there are

δj nð Þ = dj nð Þ − yj nð Þ
� �

f j′ sj nð Þ� �
: ð17Þ

When unit j is an implicit unit, there are

δj nð Þ = f j′ sj nð Þ� �
〠wjk nð Þδk nð Þ: ð18Þ

Modify the weight as follows:

wij n + 1ð Þ =wij nð Þ + ηδj nð Þxi nð Þ: ð19Þ

(3) n = n + 1, input a new sample until ξAV reaches the
predetermined requirement

3. Preschool Education Experiment Based on
Image Recognition

3.1. System Development. This article is mainly based on the
Python language, using related technologies and methods to
develop a learning interactive system that can recognize pic-
tures. The structure of the preschool education system:

The system includes a mobile intelligent terminal and a
service management center. The mobile smart terminal
communicates with the service management center through
the mobile network. The service management center
includes an image recognition server, data processing server,
and storage server [21]. The processing server is, respec-
tively, connected to an image recognition server and a stor-
age server for communication. The image recognition
server includes an image recognition module, and the data
processing server includes a classification retrieval module,
an analysis processing module, a content output module,
and a content interaction module. The mobile smart termi-
nal is in communication connection with the image recogni-
tion server through a mobile network, and the mobile smart
terminal is used to collect external image information and
send the collected image information to the image recogni-
tion server. The image recognition module in the image rec-
ognition server is used to perform image recognition on the
received image information and form image recognition
information, and at the same time send the image recogni-
tion information to the data processing server. The data pro-
cessing server retrieves, analyzes, and processes the image
recognition information to form a data set, feeds the data
set back to the mobile smart terminal, and saves the data
set in the storage server [22]. The classification retrieval
module is connected with the image recognition module,
the analysis processing module is, respectively, connected
with the classification retrieval module and the content out-
put module, and the content output module is connected

Table 1: Four database information tables.

Database name Identify object Number of image classes Volume

ImageNet Multiple images Not classified 14197122 images

MS COCO Scene understanding 91 >1500000 objects

MNIST Handwritten numeral 1 60000 training sets, 10000 test sets

The Chars74K dataset Character recognition 64 74107 characters

Figure 5: ImageNet’s image recognition method.

(a) Category labeling (b) Instance spotting (c) Instance segmentation

Figure 6: Image recognition method of MS COCO.
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with the mobile intelligent terminal. The content interaction
module is, respectively, connected with the analysis process-
ing module and the mobile intelligent terminal.

The network structure diagram of this system is shown
in Figure 9.

Its network structure is also relatively simple, which
mainly includes the user side and the server side, and the
user side includes PCs, tablets, and mobile phones. The gen-
eral flow of the Web interaction of this system is that the
user sends a request to the server. After the server receives
the request, the system performs various operations, includ-
ing preprocessing, identification, and search of picture pic-
tures, and then returns the search results to the user.

3.2. System Test

3.2.1. System Response Time Test. In this test, the response
time refers to the time from the end of the action of taking
a picture to the time the system returns the information
obtained by the picture recognition. The main factors affect-
ing the response time of this system are the speed of image
preprocessing and the speed of image recognition. The main
influence on the image preprocessing time is the preprocess-

ing method; the main influence on the image recognition
speed is the size of the database. This test selects 100 pictures
taken in real scenes for testing, including 20 numbers, 20 let-
ters, and 60 different objects (including animals, plants, toys,
and furniture). There is only one target in the 100 pictures.
The test results are shown in Table 2.

3.2.2. System Stress Test. System stress testing refers to test-
ing the system’s ability to handle multiple requests at the
same time under concurrent conditions, including the upper
limit of the number of requests that the test system can
accept and the number of concurrent systems within a rea-
sonable response time. The pressure test results of this sys-
tem are shown in Table 3.

From the test results, as the number of concurrent
increases, the number of requests per second and the average
response time of the page will also increase.

3.2.3. Recognition Rate Test. The samples used in this test
selected 200 different characters and objects taken in real
scenes, including 30 handwritten digits, 40 uppercase, and
lowercase letters; 30 printed numbers in different fonts, 40
uppercase and lowercase letters; and 60 different objects.
There is only one target in the 100 pictures, and the recogni-
tion effect is shown in Table 4.

From the test results, the recognition rate of handwritten
digits is 83.3%, and the recognition rate of digits in different
fonts printed is 93.3%, the recognition rate of handwritten
letters is 80.0%, and the recognition rate of printed letters
in different fonts is 92.5%, the recognition rate of different
objects is 76.7%, and the total recognition rate is 85.16%.
The return action occurs after the relevant information is
retrieved and is generally presented on the screen of the
mobile terminal in the form of text.

3.3. System Application

3.3.1. Letter and Number Recognition Application Results.
After completing the system test, it is necessary to conduct
application experiments on the system. Application experi-
ment refers to combining the system with mobile devices
to evaluate the educational results of preschool children
using the system in a certain period and to set up a control
to compare the teaching results of the experimental group

Zero O O D

D D

K KR

A A

A

I 1 1 7 L

HHHBB 88 3

4 X

O Q T T N Z 2u

i i

o

One One

Figure 8: Part of the characters contained in The Chars74K
dataset.

User

Different type of
mobile terminal

Internet The server

Figure 9: Network structure diagram of the preschool education
system.

Figure 7: Some handwritten digits in MNIST.
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with the control group. In this experiment, preschool chil-
dren are divided into 4 groups according to their age, each
group of 3 children of the same age, namely, the 3-year-old
group, the 4-year-old group, the 5-year-old group, and the
6-year-old group using a preschool education machine
equipped with an image recognition education interactive
system. As well as the control 3-year-old group, 4-year-old
group, 5-year-old group, and 6-year-old group using tradi-
tional preschool education machines, a one-month experi-
ment was conducted on these 8 groups. Using the
preschool education machine for one hour a day to learn let-
ters and one hour to learn numbers. After one month, eval-
uate the learning results according to the number of letters
and numbers (numbers include numbers above 10). The
results are shown in Figure 10.

It can be seen from Figure 10 that the 3-6-year old chil-
dren in the experimental group that used this image recogni-
tion interactive system knew more letters and numbers one
month later than the 3-6 year old children who used the tra-
ditional preschool education machine. This difference is not
large enough at the age of 3, but with age, the difference will
become larger. And children’s learning of letters is more
affected by the educational interactive system. As the age
increases, the better learning interactive system is more
reflected.

3.3.2. Recognition Application Results of Different Objects
when Single Target and Double Target. Sometimes a picture
may have more than one identifiable target. Here, we will
compare the learning situation of children with a picture
with a target recognition object and a picture with two target
recognitions, investigate children’s knowledge and learning
of different objects, and when there are two objects in a pic-
ture, whether children’s knowledge and learning of objects
will be affected, whether it will help or not be conducive to
learning and memory. The samples used in the experiment
are divided into single-target group and double-target group.
In the single-target group, each picture has only one target.
There are 10 pictures in each of the four categories of differ-
ent animals, plants, toys, and furniture, for a total of 40 pic-

tures. There are two goals for each picture in the dual goal
group, four types of goals are mixed and matched, and a
total of 20 pictures. The target image involved in the picture
is consistent with the single target group image, but the tar-
get of two pictures originally belonging to the single target
group is moved to the same picture through PS processing.
The subjects of the experiment were children aged 4, 5,
and 6 years old. There are 3 children of the same age in each
group, for a total of 9 children. The experiment lasted for
three weeks and studied for one hour a day. After two weeks,
the test was conducted, and the same pictures were used to
see how much the children knew. The experimental results
are shown in Figure 11.

It can be seen from Figure 11 that the degree of difficulty
in understanding different objects is different. For children
aged 4-6, it is more difficult to understand furniture than
animals, plants, and toys. When faced with dual-target pic-
tures, interactive learning becomes more difficult, which
may be because the system is more difficult to recognize
dual-target pictures than single-target pictures, and it is easy
to be interfered with and misidentified. It may also be
because children are easily confused when facing dual goals,
and the specific reasons need to be explored by further
experiments.

4. Discussion

This article aims to realize a system that can use image rec-
ognition technology for preschool education. The system
includes (1) CMOS intelligent image sensor; (2) BP neural
network algorithm; (3) ImageNet, MS COCO, MNIST, and
the Chars74K dataset database. The main functions of the
system are (1) preprocess the photos, (2) transmit the pre-
processed photos to the network, (3) use algorithms in the
database to identify the target on the photo, and (4) return
the identified results to the mobile terminal. In general, the
system can achieve the expected purpose and can conduct
learning interaction based on image recognition [23].

To further understand the system, a series of experi-
ments were carried out, including the test and application
of the system. The testing of the system includes response
time, pressure, and recognition rate testing. The result of
the response time test shows that the system is better at
character recognition, and the average recognition time of
objects is longer than that of characters. The pressure test
shows that the system is relatively stable and can withstand
greater pressure, but when the pressure is too high, the pro-
cessing time of the system will also increase, and it will not
increase uniformly, but the greater the pressure, the greater
the increase in the time spent. The recognition rate test
result is 85.16%; the recognition rate of printed characters
is 92.5% for letters and 93.3% for numbers; the recognition
rate of handwritten characters is 80.0% for letters and
83.3% for numbers; the recognition rate for different objects
is 76.7%. It can be seen that the system has a good recogni-
tion function and a high overall recognition rate. It is partic-
ularly good at recognizing printed characters. The
recognition rate of handwritten characters is also higher,

Table 2: System response time test.

Picture type test
item

Pretreatment
Character
recognition

Total

Number 191ms 4380ms 4571ms

Letter 194ms 4776ms 4970ms

Object 208ms 5829ms 6037ms

Table 3: System stress test results.

Concurrent
number

Request time per
second

Average response
time

25 21.27 3279ms

50 47.26 3682ms

100 89.18 4358ms

200 165.45 5347ms
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which is better than the recognition of objects, which may be
due to the complex shapes of objects.

The application experiment of the system is to investi-
gate the performance of the system in practical applica-
tion, so the system is implanted in the preschool
education machine, and the preschool education machine
is used to realize the function of the system [24]. Compar-
ing the results of children using different kindergarten
education machines to learn letters and numbers, it can
be found that the kindergarten education machine
implanted with the image recognition system can open
the gap with the old kindergarten education machine in

letter teaching than number teaching. And for children
aged 3-6, the new image recognition preschool education
interactive system’s teaching performance is clearly better
than the old preschool education system. For the experi-
ment of single-image single-target and single-image dual-
target object recognition teaching, not only ages are
grouped, but the types of objects are also distinguished.
The experimental results prove that simultaneously identi-
fying and learning multiple objects is not conducive to
interactive teaching.

Although the experimental considerations in this article
are more comprehensive, the sample size of the experiment

Table 4: System recognition rate test results.

Picture type Quantity Number of recognition errors Recognition accuracy Total recognition rate

Handwritten numeral 30 5 83.3%

85.16%

Print numbers 30 2 93.3%

Handwritten letter 40 8 80.0%

Print letters 40 3 92.5%

Different objects 60 14 76.7%
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Figure 10: System application results of number and letter learning.
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Figure 11: Recognition application results of different objects for single target and dual target.
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is not large enough, the experimental results are not enough
to have strong representativeness, and individual problems
still need further experiments. The system developed in this
article still has some shortcomings, and further tests and
improvements are needed in the usability of children, to
achieve the purpose of easy and simple operation for chil-
dren in daily life. In addition, the system can be further
developed in terms of function plus audio-based auxiliary
teaching, which is more conducive to children’s understand-
ing and memory and achieves the purpose of audiovisual
teaching.

The system designed in this research has the following
advantages and beneficial effects: the system uses the camera
on the smart terminal to capture natural images and uses
intelligent image recognition and database intelligent analy-
sis technology to quickly and accurately identify physical
images taken by children. Through the feedback of the
photographed image information, it is uploaded to the intel-
ligent database for statistical analysis to form the corre-
sponding preschool education knowledge points, and then
the corresponding preschool education knowledge points
are presented on the screen from the child’s perspective
and aesthetics for interactive learning by the child. At the
same time, it can also design corresponding puzzle games,
cartoons, nursery rhymes, children’s stories, etc. according
to the children’s age and preferences. Let children naturally
complete the process from recognition to knowledge in
relaxed interactive learning, to gain comprehensive cogni-
tion and learning, and at the same time, learning has a cer-
tain degree of fun.

5. Conclusions

The image recognition preschool education interactive sys-
tem based on smart sensors designed in this research utilizes
the advantages of CMOS sensors that can amplify signals to
achieve better image processing and better recognition. In
addition, the system combines multiple databases for image
recognition, which effectively improves the recognition rate,
expands the recognition range, and better meets the needs of
children’s learning. The overall recognition rate is as high as
85.16%, which is more effective than traditional learning sys-
tems, and improves the backwardness of the preschool edu-
cation system. It provides better interactive education for
preschool children, improves learning efficiency, truly real-
izes “learner-centered,” and promotes students’ cognitive
development.

Data Availability

The data underlying the results presented in the study are
available within the manuscript.
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