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Mobile crowdsensing (MCS) offers a novel paradigm for large-scale sensing with the proliferation of smartphones. Task
assignment is a critical problem in mobile crowdsensing (MCS), where service providers attempt to recruit a group of brilliant
users to complete the sensing task at a limited cost. However, selecting an appropriate set of users with high quality and low
cost is challenging. Existing works of task assignment ignore the data redundancy of large-scale users and the individual
preference of service providers, resulting in a significant workload on the sensing platform and inaccurate assignment results.
To tackle this issue, we propose a task assignment method based on user-union clustering and individual preferences, which
considers the influence of clustering data quality and preference-based sensing cost. Firstly, we design a user-union clustering
algorithm (UCA) by defining user similarity and setting user scale, which aims to balance user distribution, reduce data
redundancy, and improve the accuracy of high-quality user aggregation. Then, we consider individual preferences of service
providers and construct a preference-based task assignment algorithm (PTA) to achieve the diversified sensing cost control
needs. To evaluate the performance of the proposed solutions, extensive simulations are conducted. The results demonstrate
that our proposed solutions outperform the baseline algorithm, which realizes the individual preference-based task assignment
under the premise of ensuring high-quality data.

1. Introduction

The pervasive adoption of mobile smart devices and the
rapid development of communication network technologies
have accelerated the unprecedented expansion of mobile
crowdsensing (MCS) in many aspects of our daily lives.
MCS [1] is a compelling paradigm that allows a large group
of individuals to collaboratively sense data and extract infor-
mation about social events and national phenomena with
common interest using mobile devices (e.g., smartphones,
smart glasses).

Task assignment is a critical problem in MCS, where ser-
vice providers attempt to recruit a group of brilliant users to
complete the sensing task at a limited cost. Thus, the core

goal of task assignment is to make a good balance between
data quality and sensing cost [2]. Specifically, suppose the
sensing platform always assigns inappropriate tasks to users
and keeps users away from daily activities. In that case, users
will refuse to perform tasks, leading to revenue loss for ser-
vice providers and reducing the sensing utility. In addition,
service providers may have individual preferences (i.e., max-
imizing benefits, minimizing costs) when selecting user data,
further increasing the complexity and diversity of the task
assignment.

By now, various methods to improve data quality have
been proposed for task assignment. While service providers
can enjoy the convenience provided by user data, large-
scale user data will lead to the increase of redundant data.
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Data redundancy is a potential threat to data quality, which
will increase the workload of the platform and reduce the
accuracy of the task assignment. Shahraki et al. [3] pointed
out that cluster analysis can solve the problem of data redun-
dancy. The most common data clustering mechanism is the
k-means algorithm, despite the effectiveness, applying the k
-means algorithm in MCS to realize task assignments still
need to tackle complexity and balance challenges. Firstly,
the k-means algorithm may require a high calculation time.
Unfortunately, most task assignment methods are time-
sensitive. That is, the acquisition of high-quality data should
not be at the expense of time. Secondly, these algorithms are
still a risk of poor data balance due to work neglecting the
difference in the scale of clustered users. Thus, leveraging
clustering analysis to form balanced, low-redundancy, and
high-quality data in sensing regions with a limited time is
a crucial problem in the MCS task assignment.

Sensing cost is another important issue to consider in
task assignment, which aims to select suitable users to
achieve task assignment. Up to now, the research works on
sensing cost mainly focused user recruitment cost [4–6],
user travel cost [7–9], and data transferring cost [10–13].
Most of the existing works for sensing cost consider a homo-
geneous preference model, which assumes all service pro-
viders have the same preference. Each service provider
selects user data independently and randomly according to
the same task preference. However, this model is at best an
approximation, because different service providers indeed
have various tastes and preferences. Such heterogeneity in
preferences of service providers has been observed in [14].

The shortcomings of existing works drive us to explore a
new task assignment method from data quality and sensing
cost for realistic MCS applications. Our research efforts aim
to achieve a practical task assignment in different individual
preferences for real MCS with varying user data quality, while
ensuring high-quality clustering data and preference-based
sensing cost. More specifically, we first formulate the problem
of task assignment. This formulation carefully considers the
quality of clustering data and the individual preference for
sensing cost. Afterward, a task assignmentmethod is proposed
based on user-union clustering and individual preferences.
Different from prior works on task assignment, we first con-
sidered data redundancy caused by large-scale user data, lever-
aged the clustering method to reduce data redundancy and
improve the accuracy of high-quality user aggregation. Then,
based on this solution, we analyzed the impact of individual
preferences and solved the diversified task assignment under
the individual preference sensing cost.

In summary, this paper makes the following
contributions:

(i) We formulate the task assignment problem from
two perspectives. High-quality clustering data and
the individual preference sensing cost are consid-
ered in our formulation

(ii) A UCA-based solution is proposed to balance user
data scale, reduce data redundancy, and ultimately
improve platform efficiency and data quality

(iii) A PTA-based solution is proposed to solve the task
assignment under the individual preference sensing
cost. To the best of our knowledge, this is the first
work that validates from different perspectives of
the task assignment the benefits of exploiting indi-
vidual preferences and that gains insights through
simulations based on real-world data

The rest of the paper is organized as follows: Section 2
discusses related work. Section 3 introduces our system
model and problem formulation. Our UCA and PTA solu-
tions are presented in Section 4. In Section 5, we evaluate
our proposed method and present evaluation results. Finally,
we conclude this paper in Section 6.

2. Related Work

Data quality and sensing cost become the main criterion to
assign the tasks. Much work has been done to support the
efficient task assignment in MCS. In the following, we shall
introduce existing work in these two criteria.

2.1. Data Quality. Improving the accuracy of data quality is
an essential design objective for most task assignments. Sev-
eral factors have a significant impact on data quality, includ-
ing data collection times, task duration, and data spatial-
temporal coverage.

Data collection times refer to the number of times a tar-
get phenomenon is expected to be sensed. On the one hand,
multiple measurements can reduce sensor reading errors
and make sensing results approach the ground truth. Gong
et al. [15] pointed out data quality keeps increasing as the
collection times increase, characterized by a non-
decreasing sub-modular function. On the other hand, there
are tiny fluctuations of sensing data even in short durations
and small areas. Xiong et al. [16] proposed that data quality
will no longer increase when the collected data exceeds a cer-
tain threshold. However, multiple measurements are neces-
sary to improve data quality in most cases.

Task duration is the period from the instant a task is
published to the deadline. Wang et al. [17] proposed a
two-level heterogeneous pricing mechanism based on the
timeliness and location dependence of random arrival in
MCS. The proposed greedy task selection algorithm can help
users choose the appropriate task to maximize the total rev-
enue and realize task assignment. Zeng et al. [18] took the
execution time of workers as the optimization goal, and pro-
posed an adaptive Top-k worker selection algorithm to select
the most appropriate workers and achieve efficient task
assignment. Huang et al. [19] investigated and formulated
the time-dependent task allocation problem, and character-
ized the cost of performing a sensing task for each mobile
user. They proposed an efficient task assignment algorithm
called the optimized allocation scheme of time-dependent
tasks (OPAT), which can maximize the sensing capacity of
each mobile user.

Data spatial-temporal coverage is another important
metric to evaluate data quality and has been extensively
studied. To evaluate the time coverage provided by a group
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of users over a period of time, Alagha et al. [20] considered
users’ location and mobility mode. They designed a stable
coverage recruitment parameter to realize task assignment.
To reduce the system cost, Song et al. [21] migrated certain
qualified users to less popular tasks to increase data coverage
and optimize other performance factors. To satisfy both the
service provider’s coverage sensing preference and the user’s
revenue preference, Yucel et al. [22] proposed a coverage-
aware stable task assignment method and proved that the
user’s revenue is proportional to the task coverage scale.
Experimental results show that this method achieved accu-
rate task assignment on the premise of ensuring user satis-
faction and coverage quality.

The above works are good references for addressing the
data quality of task assignment. However, most of these
studies have not considered the importance of clustering
analysis. Guo et al. [23] analyzed some common problems
in task assignment and pointed out that cluster-based task
assignment is necessary for future MCS task assignment. In
the research of user data clustering, Du et al. [24] combined
the data quality of users and proposed a Bayesian co-
clustering truth discovery model to capture the fine-
grained reliability of users on different clusters. This model
enhances the usability of each user under the most appropri-
ate task, which is conducive to observing aggregated tasks.
Jin et al. [25] proposed a novel MCS system framework that
integrates an incentive, a data aggregation, and a data per-
turbation mechanism. The data aggregation mechanism
incorporated workers’ reliability to generate highly accurate
aggregated results. So far, the research of user clustering data
is still in its infancy. It is crucial to consider clustering data
quality evaluation to reduce redundancy and improve plat-
form efficiency.

2.2. Sensing Cost. Sensing cost is the costs paid to perform
tasks, including user recruitment cost, user travel cost, and
data transferring cost. The first is paid by the sensing plat-
form to recruited users for their involvement; the latter
two are paid by users for their movements for data collection
and data upload, respectively.

User recruitment cost includes per-user recruitment cost
and per-data collection cost. To control the recruitment cost
of users, Liu et al. [4] studied the user recruitment problem
on both the user’s and subarea’s sides and proposed a
three-step strategy, including user selection, subarea selec-
tion, and user-subarea-cross (US-cross) selection. Extensive
experiments on two real-world data sets show that user
recruitment algorithms can effectively enhance the data
inference accuracy under a budget constraint. In practical
application, Campioni et al. [5] improved recruitment algo-
rithms for vehicular crowdsensing networks, which aims to
select participants within a crowdsensing network such that
the most sensing data is obtained for the lowest possible cost.
Zhao et al. [6] classified the extrinsic utility into the task pay-
off shared with other participants and the resource cost
incurred by participation. Based on this, they proposed a
social-aware incentive mechanism by deep reinforcement
learning (DRL-SIM) to control user recruitment cost and
derive the optimal long-term sensing strategy for all vehicles.

User travel cost relies on the traveling paths of users,
which could be fixed, predetermined, or predictable based
on users’ historical trajectories [7]. In fixed/predetermined-
path-based MCS, each user can perform tasks alone or
near their traveling path. In this case, the task assignment
problem can often be transformed into a set cover prob-
lem or bipartite graph matching problem. Wei et al. [8]
considered user moving cost and sensing level. They pro-
posed a greedy task assignment algorithm, GP-BS, to select
the most cost-effective participant iteratively. In
predictable-path-based MCS, the traveling path of each
worker is not predetermined. It is tough to accurately pre-
dict the specific locations of users in the future at a fine
granularity. Wang et al. [9] proposed an approach that
exploits the spatial-temporal causality among travel speeds
of road sections by a time-lagged correlation coefficient
function, which aims to overcome the uneven spatial-
temporal distribution of vehicles and the variation of their
data-offering intervals. For the sparse MCS scene, Wang
et al. [10] propose a deep learning-enabled industrial sens-
ing and prediction scheme, aiming to achieve high-
precision prediction of future moments under the hypoth-
esis of sparse historical data.

Data transferring cost is the cost generated for uploading
sensing data. Wang et al. [11] considered that the users’
main concern is the cost of data uploading, which affects
their willingness to participate in a crowdsensing task. The
proposed efficient prediction-based user recruitment for
MCS can achieve a lower recruitment payment and the high-
est delivery efficiency. In [12], a data transfer solution for
crowdsensing was proposed to minimize the number of
users under the constraints of the quality of sensing data
and coverage area of all cell towers. When multiple tasks
share a pool of staff with bandwidth constraints, a multi-
task allocation strategy is proposed in [13] to ensure plat-
form revenue.

Task assignment algorithms for MCS were designed
following the different sensing costs. However, the algo-
rithms proposed in the existing works are usually designed
based on a fixed choice. That is, they all neglect the indi-
vidual preferences for sensing cost. In our previous work
[26], we have pointed out the influence of individual pref-
erences on selection. Therefore, it is necessary to consider
the individual preferences to ensure the practicality of task
assignment.

In summary, despite the variety of the literature on data
quality and sensing cost in MCS task assignments, the goal is
defined chiefly from the overall system’s point of view with-
out considering the individual preferences and the impor-
tance of clustering data. Hence, they may not necessarily
achieve high accuracy and rationality in the task assignment.

3. System Model and Problem Formulation

In this section, we first give the system model for task assign-
ment in MCS. Then, we formulate the task assignment
problem.

3.1. System Model
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3.1.1. Model Construction.We consider a typical MCS archi-
tecture, including a trusted sensing platform, a set of m sens-
ing users, and a set of k service providers, as shown in
Figure 1.

For the task assignment, service providers can publish
different sensing tasks and task centers to the sensing plat-
form, denoted by T = ft1, t2,⋯, tkg, t j−center, respectively.
The sensing platform assigns tasks to sensing users, denoted
by U = fu1, u2,⋯, umg. To reduce data redundancy and the
burden on the sensing platform, users form the user-union
before uploading data. Service providers select appropriate
users to realize task assignment according to individual
preferences.

In this paper, we make the following assumptions.

(i) The initial locations of users are uniformly distrib-
uted in a specific region

(ii) The sensing platform is only responsible for the
data calculation between users and service providers

(iii) Service providers have different individual prefer-
ences and decide the final choice. Service providers
can only select one sensing user to achieve the task
assignment

Such assumptions are practical in enterprise or
agreement-based cooperation scenarios [27].

3.2. Problem Formulation

3.2.1. Data Quality Problem

(1) Data Quality Problem Formulation. In data quality
research, considering a large number of sensing users, each
user uploading data in an independent way will lead to a
decrease in sensing utility. Therefore, we leverage the clus-
tering method to reduce data redundancy and improve the
accuracy of high-quality user aggregation. We evaluate the
data quality and transform the user clustering problem into

the maximum similarity matching problem, which can be
expressed as follows:

maximize sim = 〠
U ,T

simui ,t j−center = 〠
U ,T

〠
ui∈U ,t j−center∈T

f ui, t j−center
� �

ð1Þ

The goal of Equation (1) is to form a union with the
highest user similarity from large-scale participating users,
so as to reduce data redundancy and improve the efficiency
of the sensing platform. f ðui, t j−centerÞ represents the similar-
ity between ui and t j−center, which can be expressed as fol-
lows:

simui ,t j−center = f ui, t j−center
� �

=
1

1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

a=1ωa ∗ ca,um − ca,t j−center /ca,t j−center
� �2

r
,

ð2Þ

where ca,um represents the value of um under evaluation
index a and ca,t j−center represents the value of t j−center under

evaluation index a.

(2) Method Construction. Step 1: Define the user similarity as
a two-tuple.

Definition 1. Define the user similarity as simui ,t j−center = f ðui
, t j−centerÞ.

f ðui, t j−centerÞ is the participants of both clustering data,
where ui denotes the user, and t j−center denotes the center
of task t j.

Sensing platform

Task
Result feedback

Service providers

Upload data

Task release

User–unions

Figure 1: Framework for the mobile crowdsensing.
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Step 2: Calculate the similarity between ui and t j−center,
sort the calculation results, and construct the user-union
clustering.

Step 3: Set a maximum user limit τ in each user-union to
ensure the balance of the union, i.e., ksimui ,t j−centerk ≤ τ.

3.2.2. Sensing Cost Problem

(1) Sensing Cost Problem Formulation. In Section 3.2.1, we
use user data to build user-unions, which realize user clus-
tering, reduce data scale and ensure data quality. Based on
this solution, we consider the diversity and individual prefer-
ences for service providers, and solve the diversified task
assignment under the individual preference sensing cost.

For each task assignment problem, each user-union has
n sets of user schemes and m sets of data sensing cost eval-
uation indexes, denoted by Y = fY1, Y2,⋯, Yng and G = f
G1,G2,⋯,Gmg. Each user scheme represents a sensing cost
requirement, which can be evaluated by the sensing cost
indexes, denoted by fh11, h12,⋯, h1mg. According to the
decision selection sample matrix, service providers select
the appropriate user to realize task assignment. The decision
selection sample matrix is expressed as follows:

H =

h11 h12 ⋯ h1m

h21 h22 ⋯ h2m

⋮ ⋮ ⋮

hn1 hn2 ⋯ hnm

2
666664

3
777775
, ð3Þ

Based on the above conditions, we normalize the deci-
sion information matrix, and use the prospect theory [28]
to obtain the positive and negative prospect value matrix.
Finally, the acceptability advantage solution is used to sort
the schemes and select the most suitable users. Therefore,
we transform the preference-based sensing cost problem
into the maximum comprehensive prospect value, which
can be expressed as follows:

max V 〠
n

i=1
〠
m

j=1
v+ijψ

+ ωj

� �
+ 〠

n

i=1
〠
m

j=1
v−ijψ

− ωj

� �

s:t: ωj ∈ 0, 1½ �

〠
m

j=1
ωj = 1

: ð4Þ

The goal of Equation (4) is to solve the maximum com-
prehensive prospect value, so as to achieve the preference-
based task assignment. The objective function in the first line
is to solve the optimal evaluation index weight. The second
and third lines define the range of each index, respectively.

(2) Method Construction. Step 1: Normalize the decision
matrix of user scheme. We define the user sensing costs as
the cost index and the benefit index, denoted by hbij and hcij

, hbij, h
c
ij ∈H, hbij ∪ hcij =H, and hbij ∩ hcij =∅, which can be

expressed as:

zj =
1
n
〠
n

i=1
hij, ð5Þ

hbij =
hij − zj

max max
j

hij
� �

− zj, zj −min
j

hij
� �� � , ð6Þ

hcij =
zj − hij

max max
j

hij
� �

− zj, zj −min
j

hij
� �� � : ð7Þ

Step 2: Determine the positive and the negative prospect
value matrix. The normalized decision matrix is recorded as
�O = ðhijÞn×m. We construct the positive and the negative
prospect value matrix, which can be expressed as:

h+j =max hij ∣ 1 ≤ i ≤ n
	 


h−j =min hij ∣ 1 ≤ i ≤ n
	 


j = 1, 2,⋯,m

8>><
>>:

, ð8Þ

where Y+ = fh+1 , h+2 ,⋯, h+mg and Y− = fh−1 , h−2 ,⋯, h−mg repre-
sent the positive and the negative ideal scheme, respectively.

Step 3: Calculate the correlation coefficient. A proper
task assignment usually needs a reference node to measure
the prospect value of the scheme, rather than the actual
value of the decision result. Therefore, we use the values of
positive and negative ideal schemes as reference points,
which can be expressed as:

ς+ij =
min
i,j

hij − h+j
��� ��� + φ max

i,j
hij − h+j
��� ���

hij − h+j
��� ��� + φ max

i,j
hij − h+j
��� ���

ς−ij =
min
i,j

hij − h−j
��� ��� + φ max

i,j
hij − h−j
��� ���

hij − h−j
��� ��� + φ max

i,j
hij − h+j
��� ���

8>>>>>>>>>><
>>>>>>>>>>:

, ð9Þ

where ς+ij, ς−ij represent the positive and the negative correla-
tion coefficients, respectively, 0 ≤ ς+ij ≤ 1 ， −1 ≤ ς−ij < 0, φ rep-
resents the resolution coefficient, defineφ = 0:5.

Step 4: Construct prospect decision matrix. We con-
struct a prospect value function to represent the subjective
feelings of service providers about the user scheme selection,
which can be expressed as:

v hið Þ =
1 − ς−ij

� �α
, ς−ij is a reference point

−λ − ς+ij − 1
� �h iβ

, ς+ij is a reference point

8><
>: ,

ð10Þ
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where α and β represent the concave and the convex degree
of the benefit and the cost value functions at the reference
point, respectively, 0 < α < 1, 0 < β < 1. λ represents the
degree of loss aversion of the service provider.

According to Equation (10), we achieve the positive and
the negative values of Yi, which expressed as:

v+ hij
� �

= 1 − ς−ij

� �1

v− hij
� �

= −λ − ς+ij − 1
� �h iβ

8>><
>>:

: ð11Þ

Probability weight is the subjective judgment made by
the service provider according to the probability ω of the
result of the task assignment, which can be expressed as:

ψ ωð Þ+ = ωη

ωη + 1 − ωηð½ �1/η , ς
−
ij is a reference point

ψ ωð Þ− = ωγ

ωγ + 1 − ωð Þγ½ �1/γ
, ς+ij is a reference point

8>>><
>>>:

,

ð12Þ

where α = β = 0:88, λ = 2:25, η = 0:61, γ = 0:69 [28], η and γ
represent the fitting parameters of the probability weight
function on the left and right of the reference point,
respectively.

We calculate the comprehensive prospect value of each
user scheme, which can be expressed as:

Vi = 〠
m

j=1
v+ijψ

+ ωj

� �
+ 〠

m

j=1
v−ijψ

− ωj

� �
: ð13Þ

Step 5: Weight optimization. The weight of the user
scheme should be reasonably assigned, aiming to obtain
the maximum comprehensive prospect value, which can be
expressed as:

V∗
i = 〠

m

j=1
v+ijψ

+ ω∗
j

� �
+ 〠

m

j=1
v−ijψ

− ω∗
j

� �
: ð14Þ

The multi-attribute hesitant fuzzy evaluation matrix is
transformed into the multi-attribute comprehensive pros-
pect matrix.

Step 6: Sort user schemes to determine the preference-
based task assignment.

According to the comprehensive prospect matrix, we
calculate the positive (i.e., f +) and the negative (i.e.,f −) ideal
solutions of each index, which can be expressed as:

f + = max v
i
hi1ð Þ, max v

i
hi2ð Þ,⋯, max v

i
himð Þ

n o

f − = min v
i
hi1ð Þ, min v

i
hi2ð Þ,⋯, min v

i
himð Þ

n o
8><
>: :

ð15Þ

We also need to calculate the group benefit value (i.e., Bi

), individual regret value (i.e., Ri), and comprehensive index
value (i.e., BRi).

Bi = 〠
m

j=1
ωj f + − v hij

� �� �
/ f + − f −
� �

Ri =max
j

ωj f + − v hij
� �� �

/ f + − f −
� �	 


8>>><
>>>:

, ð16Þ

BRi = κ
Bi − B−

i

B+
i − B−

i
+ 1 − κð Þ Ri − R−

i

R+
i − R−

i
, ð17Þ

where B+
i , B−

i represent the maximum and minimum group
benefit value, R+

i , R−
i represent the maximum and minimum

individual regret value, and κ represents the decision prefer-
ence. When κ > 0:5, it means that the service provider adopts
the maximum group benefit to formulate the task assign-
ment scheme. When κ < 0:5, it means that the service pro-
vider adopts the minimum individual regret to formulate
the task assignment scheme. When κ = 0:5, it means that
the service provider adopts the balance principle to formu-
late the task assignment scheme.

According to the judgment criteria of the VIKOR
method [29], the value of Bi, Ri, and BRi are arranged in
descending order. We use BRi to determine the first (i.e.,
Y1) and second (i.e., Y2) user schemes and realize the
preference-based task assignment.

Condition 1 (Acceptability advantage). BRðY2Þ − BRðY1Þ ≥
1/ðn − 1Þ, where m is the number of options.

Condition 2 (Acceptability stable). Y1 has the best Bi or Ri.

When Condition 1 and Condition 2 are both satisfied,
Y1 is the optimal user scheme to realize task assignment.
When only Condition 1 is satisfied, Y1 and Y2 are compro-
mise solutions. When only Condition 2 is satisfied, Y1, Y2,
⋯, YN are approximate ideal schemes.

4. Proposed Task Assignment Solutions

4.1. User-Union Clustering Algorithm. Traditional clustering
algorithms are deficient in the efficiency and balance of clus-
tering results. To solve this issue, we propose the user-union
clustering algorithm (UCA), as shown in Algorithm 1.

Algorithm 1 realizes the generation of user-union. UCA
provides a guarantee for the balance of clustering data by
setting an upper limit. The function of ProperCluster (xi)
is to assign ui to a suitable user-union. CSj is a two-tuple,
which represents the storage of existing user data and the
similarity value of the center task in the jth user-union.
From 1 to 4, the algorithm is used to calculate the similarity
between ui and t j−center, which aims to quantify the behav-
ioral characteristics of each user. From 5 to 18, the algorithm
is used to control the scale of users, which can balance the
number of users in the user-union.

Computational complexity. The k-means algorithm is a
simple and efficient clustering algorithm, and the computa-
tional complexity of the algorithm is O2ðtkmnÞ, where t
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represents the number of iterations, m represents the user
scale, n represents the type of user data evaluation index,
and k represents the number of clustering tasks. UCA is an
improvement of the k-means algorithm, which uses user
similarity to realize user clustering and improves the balance
of user scale. First, each user needs to calculate the similarity
with k, and the complexity is kmn. Next, the value of user
similarity is compared with the edge point, when the num-
ber of users in the user-union reaches saturation, and the
complexity is 1. In the worst case, UCA spends k times for
comparison. Therefore, the computational complexity of
UCA is O1ðk2mnÞ. In practical application scenarios, to
ensure the clustering accuracy, the number of algorithm iter-
ations (i.e., t) is usually greater than clustering tasks (i.e., k);
therefore, O2 −O1 = ðt − kÞkmn > 0.

Space complexity. The k-means algorithm needs to store
user data and the clustering tasks data, and the space com-
plexity of is ðk +mÞn. Like the k-means algorithm, UCA also
needs to store user data and clustering task data, and the
space complexity is ðk +mÞn.

4.2. Preference-Based Task Assignment Algorithm. Algo-
rithm 1 provides high-quality data. Then, we propose the
preference-based task assignment algorithm (PTA) to solve
the diversified task assignment under the individual prefer-
ence sensing cost, as shown in Algorithm 2.

Algorithm 2 realizes the reasonable and diverse task
assignment by calculating the value of group benefit, indi-
vidual regret, and a comprehensive index. This is a mode
of task assignment selection from individual preference,
which guides the decision of service providers. From 1 to
2, the algorithm is used to normalize the decision matrix.
From 3 to 4, the algorithm is used to determine the positive
and negative ideal solutions and calculates the correlation

coefficient. From 5 to 6, the algorithm mainly constructs
the prospect decision matrix through optimized weights.
From 7 to 19, the algorithm is used to sort user schemes,
and achieve preference-based task assignment based on the
VIKOR method.

5. Performance Evaluation and Discussion

5.1. Basic Simulation Setup. In our experiments, the data we
used came from the real Dartmouth College Wi-Fi campus
trace data set [30], which was an experiment on the open-
source middleware NSense. This data takes sound collection
as an example, including timestamps, the distance between
test points and sensing nodes, data collection methods, and
data collection environments. We define data collection
methods and environments as benefit indexes. Other metrics
are defined as cost indexes. We consider two user distribu-
tion spaces [31] (i.e., sparse and dense regions) and employ
different metrics to measure the performance in UCA and
PTA.

In the research of task assignments, high-quality user
data can improve the accuracy of assignments. User data
clustering can reduce data redundancy and improve the
overall quality of user data. Therefore, we first verify the per-
formance of UCA. We compare the performance with three
common clustering algorithms [14] (i.e., K-means, K-means
improve, and fuzzy C-means clustering algorithm) by calcu-
lating the accuracy (ACC), normalized mutual information
(NMI), and running time. The K-means improve algorithm
limits the number of users of the K-means, aiming to control
the balance of user distribution scale.

ACC is used to measure the accuracy of the users’ classi-
fication after clustering, and compared to the actual

Input: User data U = fu1, u2,⋯, umg, task set T = ft1, t2,⋯, tkg, maximum user limit τ
Output: Set of K task clusters tc = ftc1, tc2,⋯, tckg
1: ProperCluster(xi)
2: Determine the center of the initial task sets and user data evaluation indexes (Cui

= ðc1,ui , c2,ui ,⋯, cn,uiÞ
3: Calculate the user similarity by Equation (1), and sort data in descending order STC = fsimui ,t j−center ∣ j = 1, 2,⋯, Kg
4: for j⟵ 1 to K DO
5: if ksimui ,t j−centerk < τ

6: ui enter tcj
7: ui and simui ,t j−center are saved in CSj = ffui, simui ,t j−centerg⋯ g
8: break
9: else
10: if simui ,t j−center is less than the minimum similarity value in CSj
11: continue
12: else
13: ui joins the jth union and deletes edge user (ue)
14: ProperCluster(ue)
15: repeat
16: for i⟵ 1 toN DO
17: ProperCluster(xi)
18: until saturate task requirements or reach the maximum number of iterations
19: End

Algorithm 1: User-union clustering algorithm (UCA).
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classification in the prior knowledge, which can be expressed
as:

ACC =
∑N

i=1ν si, map rið Þð Þ
N

, ð18Þ

where N is the number of users, map is a mapping function
that maps the classification of the clustering results to the
original data set, si is the original classification of user data
in prior knowledge. When si =mapðriÞ, the value of ν is 1.
Otherwise, the value of ν is 0.

NMI is used to evaluate the similarity between the clus-
tering results and the distribution of the original dataset,
which can be expressed as:

NMI X, Yð Þ = I X, Yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H Xð ÞH Yð Þp , ð19Þ

where IðX, YÞ represents mutual information between X and
Y . HðXÞ and HðYÞ represent the information entropy of dis-
tributions X and Y, respectively.

Next, we verify the performance of PTA on the premise
of obtaining high-quality user data, which aims to realize
preference-based task assignment under the individual pref-
erence sensing cost. We compare the performance with two
methods (i.e., VIKOR [29] and TOPSIS [32]) by calculating
the compatibility degree and execution time. The VIKOR
method determines the optimal task assignment scheme
without the prospect value. The TOPSIS method is a com-
mon method to solve the ideal point.

Compatibility degree [33] is used to verify the rationality
of task assignment, which can be expressed as:

compdmeti =
1

l − 1
〠
l

metj=2
pmeti,metj

pmeti,metj = 1 −
6

m m2 − 1ð Þ〠
m

d=1
f 2d

8>>>>><
>>>>>:

, ð20Þ

where compdmeti represents the compatibility of the ith
method, pmeti,metj represents the degree of correlation
between i and j, m represents the number of schemes, and
f d represents the sorting difference of the dth scheme in i
and j.

5.2. Experiment Results of UCA. It is meaningless to use
UCA to reduce data redundancy for the small scale of users
in remote regions. Therefore, for the experiment of UCA, we
analyze the clustering effect of large-scale users, when the
number of users varies from 100 to 1000, respectively.
Figures 2–4 show the performance in terms of ACC, NMI,
and running time, achieved by the four algorithms.

Apparently, UCA outperforms the three baselines (i.e.,
higher ACC, higher NMI, and lower running time), no mat-
ter how the number of users varies. In Figure 2, the augmen-
tation of user data decreases the accuracy of all clustering
algorithms. The reason is that the increase of user scale leads
to the rise in low-similarity users, which reduces the cluster-
ing accuracy. The accuracy of UCA is better than these three
algorithms, and the ACC is basically above 0.82. Compared
with the best performance K-means algorithm, the accuracy
is improved by about 10%. The reason is that UCA calcu-
lates user similarity and sets boundary user replacement

Input: Decision sample matrix H
Output: Optimal task assignment
1: Initialization
2: Normalize the sample matrix by Equations (5)–(7)
3: Determine Y+ = fh+1 , h+2 ,⋯, h+mg and Y− = fh−1 , h−2 ,⋯, h−mg by Equation (8)
4: Calculate the correlation coefficient by Equation (9)
5: Build a prospective decision matrix and calculate the prospective value
6: Optimize the index weights to obtain the best comprehensive prospect value by Equations (10)–(14)
7: Calculate Bi, Ri, and BRi by Equations (15)–(17), confirm the first and second value of BRi (i.e., Y1 and Y2)
8: for Y1 and Y2 do
9: if only meet Condition 1 then
10: Y1 and Y2 are compromise solutions
11: end if
12: else if only meet Condition 2 then
13 Calculate the largest N by BRðY2Þ − BRðY1Þ < 1/ðN − 1Þ, and Y1, Y2,⋯, YN are approximate ideal schemes
14: end if
15: if both meet Conditions 1 and 2 then
16: Y1 is the optimal solution
17: end if
18: end for

Algorithm 2: Preference-based task assignment algorithm (PTA).
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rules, which can balance the number of users in different
unions and ensure that users with high similarity are clus-
tered together as much as possible. In addition, the accuracy
of the K-means improve is lower than the K-means algo-
rithm. This means that a single restriction on the size of
users is not conducive to the formation of high-quality user
clustering.

We also perform extensive simulations to validate the
reduction of running time achieved by UCA under various
user scales, as shown in Figure 5. As seen, the results of the
four algorithms show an upward trend, and UCA has the
lowest running time. The reasons are as follows: Firstly, the
K-means algorithm uses random clustering centers to
achieve user clustering through multiple iterations. The
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Figure 2: ACC vs. number of users.
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growth of the user scale leads to more iterations and time
overhead. In addition, setting user boundaries in this algo-
rithm may cause more time costs. Unlike the K-means algo-
rithm, UCA only needs to calculate the similarity between
users and task centers, and compare boundary users to real-
ize the user-union, which can reduce running time. Sec-
ondly, the Fuzzy C-means algorithm provides more flexible
clustering results, but is more sensitive to boundary users.

With the growth of user scale, the existence of enormous
boundary users will require a longer time overhead for this
algorithm.

In general, for the large-scale user clustering scenario,
the proposed user-union clustering algorithm has the char-
acteristics of high classification accuracy and fast calculation
speed. It can provide high-quality user data for the
preference-based task assignment.
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Figure 4: Running time vs. number of users.
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5.3. Experiment Results of PTA. On the premise of ensuring
high-quality clustering users, we perform the performance of
PTA to realize the diversified task assignment under the
individual preference sensing cost. In addition, different user
scales may have various user characteristics, which affect the
performance of execution time and compatibility. As a
result, we first use an example to demonstrate the feasibility
of small-scale data. Then, we consider PTA performance in
two scenarios by calculating execution time and compatibil-
ity degree.

5.3.1. Example. According to UCA, we achieve five alterna-
tive task assignment schemes (i.e., the sensing cost for five
users), as shown in Table 1.

Step 1. Normalize the sample matrix by Eqs. (5)–(7), G1 and
G2 are the cost index, G3 and G4 are the benefit index. The
decision selection sample matrix is

H =

−1 −1 −1 −0:5

0:2 0:619 0:5 −0:75

0 0:238 0:333 0:5

1 −0:143 −0:5 1

−0:4 −0:381 −0:167 −0:25

2
666666664

3
777777775
: ð21Þ

Then, we achieve the positive ideal assignment scheme
(i.e., Y+ = f1, 0:619, 0:5, 1g), and the negative ideal assign-
ment scheme (i.e., Y− = f−1,−1,−1,−0:75g).

Step 2. According to Equation (8), the correlation coefficient
of positive and negative ideal scheme is

ς+ =

0:333 0:333 0:333 0:368

0:556 1 1 0:333

0:500 0:680 0:818 0:636

1 0:515 0:429 1

0:417 0:447 0:529 0:412

2
666666664

3
777777775
,

ς− =

1 1 1 0:778

0:455 0:333 0:333 1

0:500 0:395 0:360 0:412

0:333 0:486 0:600 0:333

0:625 0:567 0:474 0:636

2
666666664

3
777777775
,

ð22Þ

respectively.

Step 3. According to Equation (11), the positive and negative
prospect value matrix of each scheme is

v+ =

0 0 0 0:266

0:586 0:700 0:700 0

0:543 0:643 0:675 0:627

0:700 0:557 0:446 0:700

0:422 0:479 0:568 0:411

2
666666664

3
777777775
,

v− =

−1:575 −1:575 −1:575 −1:503

−1:101 0 0 −1:575

−1:223 −0:826 −0:502 −0:925

0 −1:190 −1:374 0

−1:399 −1:336 −1:159 −1:410

2
666666664

3
777777775
,

ð23Þ

respectively.

Step 4. Optimize the index weights to obtain the best com-
prehensive prospect value by Equation (4), where ω1, ω2,
ω3, ω4 ∈ ½0:1, 0:3�. We achieve the optimal solution (i.e., ω∗

= f0:3, 0:3, 0:3, 0:1g) and the comprehensive prospect
matrix is

v∗ =

−0:516 −0:516 −0:516 −0:206

−0:174 0:223 0:223 −0:268

−0:228 −0:066 0:049 −0:041

0:223 −0:212 −0:308 0:130

−0:324 −0:285 −0:199 −0:163

2
666666664

3
777777775
: ð24Þ

Table 2: The value of Bi, Ri, and BRi.

Scheme Bi Ri BRi
Y1 0.984 0.3 1

Y2 0.261 0.161 0

Y3 0.413 0.183 0.184

Y4 0.393 0.216 0.289

Y5 0.673 0.222 0.504

Table 1: Decision matrix of task assignment scheme.

Scheme G1 G2 G3 G4

Y1 35 1521 0.69 0.68

Y2 29 1487 0.78 0.67

Y3 30 1495 0.77 0.72

Y4 25 1503 0.72 0.74

Y5 32 1508 0.74 0.69
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Step 5. Use the VIKOR method to sort the schemes. Calcu-
late the value of Bi, Ri, and BRi, as shown in Table 2.

Table 2 presents the value of Bi, Ri, and BRi for the five
users. As seen, Y2 has the optimal value of BRi and Bi, which
satisfices Condition 2. Y3 has the sub-optimal value of BRi,
and BR3 − BR2 = 0:184 < 1/ð5 − 1Þ, which does not satisfy
Condition 1. Obviously, Y2 and Y3 are both acceptable and
ideal solutions. The service provider can choose Y2 or Y3
according to individual preference, and PTA implements

the preference-based task assignment. In addition, we also
found an interesting phenomenon that PTA usually chooses
low-cost and high-quality schemes. The reason is as follows.
Firstly, PTA solves the diversified task assignment under the
individual preference sensing cost. That is, service providers
play a decisive role in the task assignment. Considering the
profit orientation of service providers, low-cost and high-
quality schemes are more competitive in selection. Secondly,
sensing users are competitive and work hard. Users try to
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improve the quality of uploaded data to win in a task as
much as possible. Thirdly, in the calculation results of the
best comprehensive prospect value, the weight of the cost
index is much greater than the benefit index, which further
promotes PTA to choose low-cost and high-quality user
solutions.

5.3.2. Performance Comparison. Next, we provide simulation
results by three methods in various scenarios.

(1) Compatibility Degree. According to our definition of
location regions [31], we conduct simulations to observe
the effect of compatibility degree on different solutions when
users are in different regions (i.e., popular region and remote
region), as shown in Figures 4 and 6.

Generally, high compatibility degree means that the user
data is representative and reliable, which means the higher
accuracy of task assignment. Figures 4 and 6 show the per-
formance of compatibility degrees under different numbers
of users and regions. It is seen that as the number of users
increases, the compatibility degree of these methods
decreases. The compatibility degree of PTA is better than
these two methods, and the compatibility degree in the
remote region is better than in the popular region. The rea-
son is as follows. First, as the number of users increases,
more similar users participate in sensing tasks, especially in
a popular region, which reduces the differences between
users. As a result, the sensing platform is challenging to
select suitable users, which leads to a decrease in the compat-
ibility of these solutions. Second, compared with the VIKOR
method, PTA adds prospect theory to reflect that decision-
makers are more sensitive to losses than revenues. Poor
indexes are more difficult to compensate by superior

indexes, and the selected user data is more balanced to
ensure the accuracy of task assignment. Third, compared
with the TOPSIS method, PTA does not need to satisfy both
the optimal positive ideal solution and the worst negative
ideal solution. The final selection meets the individual pref-
erences of the service provider. Furthermore, we also found
that the performance of the three methods in remote regions
is better than in popular regions. The reason is that large-
scale users in popular regions lead to the high similarity
between data, which makes it difficult to assign tasks accu-
rately. On the contrary, the small scale of users in remote
regions is conducive to accurate task assignment.

(2) Execution Time. We perform extensive simulations to
validate the execution efficiency of PTA under various
regions, compared with two solutions, as shown in
Figures 7 and 8.

Figures 7 and 8 both show the execution time of PTA
under various regions. We find that the execution time of
the three solutions increases stably when the number of
users enlarges. More alternative users in the sensing plat-
form lead to more computational overhead. In addition,
the execution time in the popular region is generally higher
than that in the remote region. The reason is that more sim-
ilar users are contained in the popular region, and more cal-
culations are needed to find suitable candidate users. PTA is
slightly worse than VIKOR and TOPSIS methods in execu-
tion time, because PTA makes user selection from multiple
perspectives, which increases the execution time.

In general, the performance of PTA is acceptable in the
preference-based task assignment. The reason is as follows.
Firstly, PTA has a more significant advantage in the accu-
racy of user selection (i.e., the highest compatibility degree),
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which can ensure the accuracy of task assignment. Besides,
as another part of the task assignment method, UCA has
the characteristics of high classification accuracy and fast
calculation speed, which can make up for the lack of execu-
tion time of PTA.

6. Conclusions

In this paper, we addressed a task assignment problem in
MCS. We proposed a task assignment method based on
user-union clustering and individual preferences. Specifi-
cally, we analyzed and formulated the task assignment prob-
lem from two perspectives, respectively. We first define the
user similarity and propose a user-union clustering algo-
rithm (UCA) to reduce data redundancy and achieve high-
quality clustering data. Based on this solution, we further
consider individual preferences of service providers and pro-
pose a preference-based task assignment algorithm (PTA) to
meet the needs of diversified sensing cost and achieve the
task assignment with individual preference. To evaluate the
performance of the proposed solutions, we conducted exten-
sive simulations. The results show that our method realizes
the individual preference-based task assignment under the
premise of ensuring high-quality clustering data. However,
our method usually chooses low-cost and high-quality user
data, which may suppress the revenues of users. At the same
time, for the user-union, using exact values to evaluate data
may reduce the accuracy of evaluation. In future works, we
will balance the revenues between users and service pro-
viders, improve the accuracy of clustering data quality eval-
uation, and develop a task assignment method with lower
complexities.
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