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Limited by the characteristics of underwater acoustic channels, the video transmission applications targeting deep-sea detection
and operation tasks are facing severe challenges such as network failure and high delay, resulting in loss of video details, color
distortion, blurring, and even bit errors, which seriously affect decoding quality of the video transmission and reception. In
order to solve the problems of deep-sea long-distance wireless communication, this paper proposes an improved Wyner-Ziv
coding scheme (UnderWater-WZ) for video transmission through acoustic channels. The implementation process includes
controlling error range by using MJPEG coding, combining motion compensation time interpolation with calibration
information to generate high-quality side information. And intraframe quantization matrix is designed to weaken the change
of video scene. The experimental results show that under the highest packet loss rate of 20%, this scheme can achieve
2.6~3.5 dB improvements in terms of video reconstruction compared to the previous methods, which is close to the error-free
level.

1. Introduction

In recent years, with the development of deep-sea explora-
tion technology and the increasing demand for marine
resources, various countries have begun to build their own
deep-sea space stations. Using the visual perception in
deep-sea environments, a variety of video applications can
be transmitted through underwater acoustic channels,
including seabed exploration, disaster prevention, mine
reconnaissance, and environmental monitoring [1–4]. To
fulfill the transmission needs for underwater video data, cod-
ing and transmission techniques have been proposed over
underwater acoustic networks [5–9]. However, due to the
characteristics of acoustic signals, an underwater acoustic
communication system typically has three defects: narrow
bandwidth, long-distance propagation delay, and error-
prone transmission. These limitations provide no guarantees
of real-time video transmission and end-to-end reproduc-
tion quality. An increased desire for higher quality and reli-
ability is also arising in underwater multimedia applications.
Most underwater video coding algorithms for underwater
acoustic communication are aimed at improving the com-

pression efficiency. These algorithms can be divided into
two categories: improved algorithms based on standard
encoders and self-designed coding algorithms. In [10], the
authors compare the coding performance of different stan-
dard encoders on underwater acoustic networks. For under-
water video streaming, the standard encoder is improved to
cooperate with acoustic links. On the basis of H.264, Avrashi
et al. [11] realize efficient compression of 36 kbps code rate
by adaptively reducing the frame rate and use motion vector
interpolation to reconstruct the missing frames at the decod-
ing end to restore the normal frame rate. Aiming at the
transmission of underwater forward-scan sonar video, Mir-
izzi et al. [12] propose a coding algorithm based on region
segmentation, which adopts different coding strategies for
image foreground and background, respectively, and embeds
the algorithm into an HEVC encoder. This method exploits
the characteristics of 2-D sonar imagery to remove redun-
dancy more effectively over standard encoders for low-
bandwidth underwater acoustic transmission, but it is not
designed for optical video/images with high details. Hoag
et al. [13] propose the underwater video compression tech-
niques start using the discrete wavelet transform as coding
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basis to fully eliminate the spatial correlation between pixels.
Negahdaripour and Khamene [14] combine wavelet trans-
form with interframe motion compensation, and the average
compression ratio of the algorithm reaches 150 : 1. In order
to further eliminate the time redundancy between video
frames, Nagrale et al. [15] use a hybrid global and local
motion compensation strategy to achieve efficient underwa-
ter video compression. Based on the wavelet coding tree pro-
posed by Li and Wang [16], Song et al. [17] adopt an
improved wavelet transform algorithm with stronger signal
representation ability while improving coding efficiency
and decoding quality. Dong et al. [18] propose a fast algo-
rithm for VVC from two aspects of mode selection and pre-
diction terminating to reduce coding complexity. For the
mode selection, adaptive mode pruning (AMP) is proposed
to remove nonpromising modes. What is more, mode-
dependent termination (MDT) is proposed to select an
appropriate model through the optimal mode and terminate
unnecessary intrapredictions of remaining depth levels. For
the new QTMT segmentation structure and two-way coded
intraprediction mode, Yang et al. [19] propose a low-
complexity CTU partition decision method and a fast intra-
mode decision method to reduce the computational burden
of VVC intracoding.

In the current research, most of the methods are not
aimed at the characteristics of deep-sea video transmission
and cannot be applied to videos containing complex motion
information under the ocean. The most important thing is
that the current video error-resilience research cannot con-
trol the bit error rate and improve the video quality at the
same time. In this paper, we propose video error-resilience
scheme based on Wyner-Ziv framework (UnderWater-
WZ) for underwater transmission.

UnderWater-WZ coding system is aimed at improving
the efficiency of encoding and decoding and improving
video quality. This scheme is based on Wyner-Ziv video
coding system. By optimizing WZ coding scheme and using
MJPEG coding algorithm to reduce data correlation, the bit
error rate performance can be enhanced. Through the com-
bination of motion-compensated temporal interpolation
(MCTI) and check information, higher-quality side infor-
mation (SI) is generated, and with the help of DCT trans-
form intraquantization matrix and feedback channel, the
video quality is significantly improved. To sum up, our video
error-resilience research mainly is aimed at reducing the bit
error rate and improving the reconstruction quality. This
paper provides the following contributions:

(1) In this paper, by combining MJPEG coding with the
Wyner-Ziv system, a high-efficiency video error-
resilience method with low correlation is formed.
When data loss occurs, the updated coding system
will not cause error diffusion of reconstructed images
and control the range of data packet loss, thereby
improving the robustness of the system

(2) This paper proposes a macro-block-based side infor-
mation generation method, which combines MCTI
and verify information transmission to generate

higher-quality side information. Firstly, for the mac-
roblocks in the reference frame, intraframe coding is
performed through the verified information trans-
mitted by the encoder and then using MCTI to gen-
erate side information. Finally, higher-quality side
information is generated through motion-
compensated quality enhancement techniques. The
method can encode nonlinear moving objects in
ocean video and improve the quality of recon-
structed video

(3) In this paper, we design an intraframe quantization
matrix based on DCT. The scheme adopts a new
spatial frequency calculation method. In this way,
we can weigh the different frequency coefficients.
Efficient video coding reduces people’s sensitivity to
scene changes. The rest of this paper is organized
as follows. Section 2 reviews the relevant works. Sec-
tion 3 introduces the implementation details of the
Wyner-Ziv video coding system and the proposed
video error-resilience scheme, respectively. The
experimental results are presented in Section 4, and
the conclusions from this investigation are finally
given in Section 5

2. Related Work

The need for emerging applications such as wireless low-
power video surveillance has spurred the development of
video encoding. The current research direction of WZ video
coding mainly focuses on the following aspects: one is to
improve the coding efficiency and improve the RD perfor-
mance of the system; the other is to provide error recovery
capability and improve video quality.

2.1. Improving the Coding Efficiency and Improving the RD
Performance of the System. Multiple description coding
[20–26] and redundant image [27–29] techniques are also
effective against channel transmission errors, but both come
at the cost of increased bit consumption. The video error-
resilience technology in the video compression algorithm
needs to consume a part of the code stream so that the
sender has to generate more data transmission to ensure
the same reconstruction quality in the decoder. Ramon
et al. [30] propose a new curved-based intraframe prediction
method. It enhances the intraframe prediction process by
modeling curved texture features. The proposal incurs a
small bitstream overhead for transmitting the displacement
information, which is offset by encoding efficiency gains.
Singhadia et al. [31] establish an empirical relationship of
PSNR and bitrate with quantization parameter, through
optimization algorithm to find the best quantization param-
eter to achieve the highest PSNR. However, this method can-
not perform efficient encoding when transmission errors
occur. Marzuki et al. [32] propose a tile-level rate control
algorithm for high-efficiency video coding on tile-
parallelization case. The proposed rate control algorithm
embeds a tile-level rate control by adaptively assigning the
appropriate bits for each tile. However, for video sequences
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of nonlinear moving objects, the rate control cannot be
effectively performed, and thus, the video quality cannot be
improved.

The above research is aimed at terrestrial video trans-
mission. However, the bandwidth of underwater transmis-
sion is extremely limited. When high compression rate
transmission is performed, it also means high correlation.
A 1-bit data error during the transmission process will
cause the data transmission of the entire frame to fail.
Therefore, for the key frames, this paper combines the
WZ system with the MJPEG coding technology to form
a high-efficiency video error-resistance method with low
correlation. In the case of ensuring the low correlation of
data, each frame is independently compressed using the
JPEG algorithm, which can control the data packet loss
in a stable range and adapt to the special nature of video
framing and marine environment transmission. Most stud-
ies improve RD performance by upgrading the way of
generating side information; this paper combines MCTI
and parity information transmission based on macroblocks
to generate higher-quality side information. The Euler dis-
tance can be better mapped to a smaller Hamming map
by using the gray mapping. In this way, it can improve
the correlation between initial information and side infor-
mation and handle underwater video sequences with dra-
matic scene changes efficiently.

2.2. Providing Error Recovery Capability and Improving
Video Quality. The current research about improving video
quality focuses on superresolution image reconstruction
based on deep learning [33–39]. This method is realized on
the basis of a large amount of data, but the underwater video
transmission has the characteristics of narrow bandwidth
and high delay. In order to avoid external interference dur-
ing transmission, resulting in transmission errors, it is not
suitable for processing a large number of video sequences.
For small sample data processing, Luo et al. [40] propose a
novel recursively adaptive perceptual nonlocal means pre-
processing algorithm based on just noticeable distortion
model. It can avoid discontinuous artifacts to occur in
reconstructed video by reducing perceptual redundancy.
The algorithm can effectively improve the perceptual quality
of reconstructed video frames. However, when data loss
occurs during underwater transmission, this method cannot
improve the video quality according to the existing data. Liu
et al. [41] propose a hierarchical motion estimation and
compensation network for video compression. Video frames
are marked as intraframes and interframes. Independent
compression is employed for intraframes and hierarchical
prediction by adjacent frames using a bidirectional motion
prediction network for interframes. However, it will result
in highly sparse and compressible residues, thereby reducing
intra- and interframe correlation.

Aiming at the defects in the above research, this paper
proposes a motion compensation quality enhancement tech-
nology with the rate adaptation. This method utilizes the
temporal correlation between frames and improves the qual-
ity of intraframe coding by weighted averaging of reference
frames and intraframe blocks.

3. Description of the Proposed Coding Solution

The UnderWater-WZ video coding system is mainly
improved based on the Wyner-Ziv system framework. The
side information generation method in the scheme is
improved according to the motion compensation time inter-
polation adopted in the WZ system. In the framework pro-
posed in this paper, we still use the bit plane-based method
for video encoding and decoding while also retaining the
feedback channel in the framework. In addition, we aim at
the defect that the WZ system cannot effectively deal with
nonlinear moving targets, improving the key frame coding
method, the side information generation method, and the
discrete cosine transform process.

3.1. Wyner-Ziv Video Coding System. In recent years, distrib-
uted video coding algorithm has been a hot research direc-
tion of video coding. Compared with other traditional
video coding, its coding method has the characteristics of
simple coding and high bit error robustness. It can well meet
the needs of new video services such as underwater robot
operation, UAV aerial photography, and wireless monitor-
ing. The most typical distributed video coding system is
Wyner-Ziv video coding system [42–44] proposed by Stan-
ford University and prism system proposed by the Univer-
sity of California, Berkeley [45]. However, most researches
are based on the WZ video coding system framework of
Stanford University. Among them, the more typical scheme
is the DISCOVER scheme [46] proposed by the research
group funded by the European Union IST FP6 in 2007,
which is one of the best schemes in the video coding system.

The Wyner-Ziv video coding system based on transform
domain integrates a variety of excellent algorithms and tech-
nologies. Its framework is shown in Figure 1.

The Wyner-Ziv video coding system adopts the frame
structure of intracoding and intercoding. According to
whether there is discrete cosine transform (DCT) in the sys-
tem, it can be divided into WZ video coding system based on
pixel domain and WZ video coding system based on trans-
form domain. Because DCT has spatial correlation, WZ
video coding system based on transform domain has better
rate-distortion (RD) performance, and its system framework
is shown in Figure 1.

For the encoder, according to the order of parity, the
input video sequence is divided into Wyner-Ziv frame and
key frames. Among them, the key frames adopt the tradi-
tional intracoding. Next, macro-block-based discrete cosine
transform is performed on each WZ frame. According to
the position of the DCT coefficients in the macroblock, we
combine all coefficients. And then, it forms a DCT coeffi-
cient band Xk, where k represents the coefficient. Sec-
ondly,2Mklevel uniform quantization is carried out for each
DCT coefficient bandXk, extracting the bit plane of all quan-
tized values in the quantized coefficient bandqkand sending
the bit plane to the LDPC encoder for coding. Finally, the
system stores the verification information generated by each
bit plane in the buffer, and the decoder requests to send the
verification information through the feedback channel to
assist the decoding process.
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For the decoder, first, the system utilizes key frames to
generate side information SI frames through motion-
compensated frame interpolation techniques or extrapola-
tion techniques. Secondly, the Laplacian distribution model
is constructed by the residual statistical properties between
the DCT coefficients corresponding to the WZ frame and
the side information frames. The system requests the
encoder to send check information through the feedback
channel and then uses the side information coefficient band
for decoding. Next, combine the bit planes of all decoded
coefficient bands to form a decoded quantized coefficient
bandkq′. Through the SI coefficients, the DCT coefficient
band is reconstructed to form a reconstructed coefficient
band Xk′. And inverse discrete cosine transform (IDCT) is
then performed on Xk′ to obtain the decoded WZ frame.
Finally, the system reassembles the decoded frames to obtain
the decoded video sequence.

3.2. Side Information (SI) Generation Algorithm Based on
MCTI. The quality of SI largely determines the RD perfor-
mance of Wyner-Ziv system. The higher the quality of SI,
the higher the correlation with the initial WZ frame. To
achieve the target decoding quality, the encoder needs to
transmit fewer check bits to the decoder, so the overall RD
performance of the system is higher.

At present, the typical side information generation
method is motion-compensated time domain interpolation
(MCTI) in the Wyner-Ziv coding framework. MCTI uses
the motion estimation method, the motion trajectory of
the interpolated frame is found based on the time domain
and spatial domain information between the pre- and post-
decoded reference frames, and then, the SI is generated
through motion compensation. Finally, the weighted vector
median filter is used to smooth the motion vector, so as to
enhance the continuity of the motion vector in space and
time domain. Other methods also include updating and iter-

ation of side information and sending check information
from the encoder.

3.2.1. Algorithm Framework for Generating SI Based on
MCTI. MCTI used in the Wyner-Ziv coding system is based
on the scheme proposed in [47]. The framework for generat-
ing side information using MCTI is shown in Figure 2.

The scheme mainly includes frame interpolation struc-
ture definition module, forward motion estimation module,
bidirectional motion estimation module, spatial motion
smoothing module, and bidirectional motion compensation
module.

3.2.2. Frame Interpolation Algorithm. MCTI uses the maxi-
mum interframe distance of decoded reference frames Xb ′
and Xf ′ to obtain side information by interpolating half
the time interval.

3.2.3. Forward Motion Estimation. MCTI takes Xb ′ as the
reference frame and obtains the motion vector of each mac-
roblock of Xf ′ by estimating the correlation between the key
frames. The main parameters include search window size,
search range, and search step. Its structure is shown in
Figure 3, where mvb and mv f are the motion vectors.

3.2.4. Bidirectional Motion Estimation. Due to forward
motion estimation, side information frames generate over-
lapping and uncovered regions. Bidirectional motion estima-
tion further improves the motion vector, and its process is
shown in Figure 4. The interpolation frame is divided into
nonoverlapping frames; all motion vectors passing through
this frame are used as candidate motion vectors. And then,
the center of the interpolation block is selected as the motion
vector of the subblock of the interpolation frame. To
improve the quality of the interpolated frame and increase
the linearity of the motion vector, the subblock of the
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Figure 1: Transform-domain Wyner-Ziv video codec with intraframe encoding and interframe decoding.
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interpolated frame can be used as the midpoint of the
motion vector.

The vector of forward motion estimation is mv. Accord-
ing to the target motion and the temporal distance from the
interpolation frame to Xb ′ and Xf ′ which are equal, the
bidirectional motion vector of the corresponding interpola-
tion block in the interpolation frame is ðmv/2,−mv/2Þ.

3.2.5. Spatial Motion Smoothing. The motion vectors
obtained by bidirectional motion estimation have low spatial
correlation, which leads to errors in the interpolated frames,
so the error can be reduced by the spatial smoothing algo-
rithm. A weighted motion vector median filter (WMVMF)
is used to reduce the influence of error vectors on the quality
of the interpolated frame. WMVMF maintains the spatial
correlation of the motion field by finding candidate motion
vectors in the neighboring blocks, and its structure is shown

in Figure 5. The motion vectors of 8 macroblocks surround-
ing the filter block are selected for calculation.

mvc represents the motion vector of the block to be fil-
tered, and mv1 to mv8 represent the motion vectors of eight
macroblocks adjacent to the block to be filtered.

3.2.6. Bidirectional Motion Compensation. MCTI fills the
interpolated frame by bidirectional motion compensation.
Assuming that the temporal distance between the interpo-
lated frame and the preceding and following key frames is
the same, when bidirectional motion compensation is per-
formed, each reference frame has the same weight. Let the
size of the motion vector of the interpolation block be mv
= ðmvx, mvyÞ. Motion compensation is performed as fol-
lows:

Y x, yð Þ = Xf′ x +mvx, y +mvy
À Á

+ Xb′ x −mvx, y −mvy
À Á

2
,

ð1Þ

where Yðx, yÞ represents the motion compensation obtained
at ðx, yÞ and Xb ′ and Xf ′ represent the decoded before and
after reference frame.

3.3. Video Error-Resilience Scheme of Video Transmission
under Underwater Acoustic Channel. The UnderWater-WZ
system framework under the underwater acoustic channel
proposed in this paper is shown in Figure 6. It is based on
the frequency domain Wyner-Ziv framework of Stamford
Bridge University. The difference is that the UnderWater-
WZ framework designed in this paper includes a gray map-
ping module, an LDPCA codec module, a side information
quality enhancement module, and an optimal design of the
intraframe quantization matrix for DCT. The encoding
and decoding process is as follows:

(1) Encoder side: first, the encoder divides the video
sequence into frames in the order of parity. For key
frames, format conversion is performed to convert
video frames in BMP format into data in YUV for-
mat required for encoding and transmission. Then,
the MJPEG algorithm is used for intraframe coding.
For the WZ frames, the same format conversion is
performed first, followed by discrete cosine trans-
form and DCT intraframe quantization matrix pro-
cessing. For the two adjacent reference frames (Xb
and Xf ), first we perform 4 × 4 DCT on each macro-
block in the WZ frames and group colocated coeffi-
cients together in each macroblock to form
coefficient band bk, k = 0,⋯, 15. 2Mk level
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quantization is performed on each coefficient band.
Afterwards, the quantization interval of the DCT
coefficients is mapped into a binary codeword by
using gray mapping, and the bit plane is extracted.
The extracted bit planes are sequentially sent to the
LDPCA encoder for encoding in the order from
MSB to LSB, and the verification information gener-
ated by the encoding is first stored in the buffer. The
encoder transmits part of the verification informa-
tion to the packet loss channel through the feedback
channel according to the request of the decoder. This
channel environment is simulated according to the
marine and finally enters the decoder for decoding

(2) Decoder side: since the key frames adopt the MJPEG
algorithm encoding mode and the bilinear interpola-
tion algorithm is a typical algorithm in spatial error
concealment, this algorithm is used to mask the
error of the key frame with errors. For decoded ref-
erence frames Xb ′ and Xf ′, MCTI is used to generate
an estimate of the initial WZ. Side information qual-
ity can be significantly improved by utilizing MCTI-
generated estimates, intradecoding blocks, and
motion-compensated quality enhancement modules.
And the correlation noise between WZ frames and
side information is modeled by the correlation noise
model based on the Laplacian distribution, and the
side information is converted into soft input infor-
mation. The parameters of the Laplacian distribution
are estimated online at the coefficient layer. After
that, the improved side information is sent to the
LDPCA decoder, and the gray code is demapped,
the code stream correction and interpolation restora-
tion are processed, and finally, the refactor module is
entered. When all the DCT coefficient bands are
reconstructed, the decoded WZ frame is obtained
by IDCT and then merged with the decoded key
frames, obtaining the video sequence processed by
the video error-resilience scheme designed in this
paper

3.4. Optimization of WZ Frame Encoding and Decoding
Method. In the Wyner-Ziv system, the key frames are usually
compressed using the H.264/AVC coding standard. Its
advantage is that H264/AVC algorithm removes interframe
redundancy and performs intra- and interframe compres-

sion. Therefore, the algorithm can provide better compres-
sion ratio.

In general video compression and coding algorithms, the
compression action depends on the correlation of data. The
higher the compression rate, the stronger the correlation
between video data. However, the wireless underwater
acoustic communication method used for video transmis-
sion in marine environment has three defects: narrow band-
width, high delay, and error-prone transmission. This leads
to strong data correlation not suitable for wireless underwa-
ter acoustic communication, and it causes a small part of
packet loss to result in a large part. For example, in the
H.264/AVC compression coding method in underwater
acoustic channel, the transmission error of 1-bit data will
lead to the loss of 1 second of video sequence data.

The video error-resilience scheme of UnderWater-WZ is
mainly aimed at controlling the bit error rate and image res-
toration. Therefore, for controlling the bit error rate, we
combine the motion joint photographic experts group
(MJPEG) compression coding algorithm with the Wyner-
Ziv system, and we design a video error-resilience system
based on low correlation coding. MJPEG was originally
developed for multimedia PC applications. Now, it is used
by video capture devices such as digital cameras, IP cameras,
webcams, and nonlinear video editing systems. MJPEG pro-
cesses a continuous sequence of video frames as continuous
still image frames, and each frame is compressed by JPEG
algorithm. Without considering the correlation between
frames, there is a lack of interprediction, and frames are
compressed independently, so it is suitable for processing
video sequence framing.

Although the compression efficiency of MJPEG is lim-
ited, it can control data packet loss in a stable range and
adapt to the special nature of the marine environment.
Due to the harsh marine environment, H.264/AVC relies
more on hardware devices in transmission, but MJPEG does
not have high hardware requirements.

3.5. Improved Generation Method Based on Macroblock Side
Information. MCTI is only applicable to the simple linear
motion of the target. And in the marine environment, there
are often violent collisions and obvious light changes, so the
original scheme cannot be applied to the marine
environment.

Most WZ video coding frameworks use MCTI to gener-
ate side information. In order to adapt to the video sequence
of complex scenes under the marine environment,
UnderWater-WZ system improves the SI generation
method in WZ system. We combine MCTI with additional
information of coding segment transmission, which can
cope with video transmission in complex environments, so
as to produce higher-quality side information.

Combined with DISCOVER coding technology, the
scheme framework proposed in this section includes gray
mapping, adaptive LDPCA codec, and side information
quality enhancement module.

3.5.1. Gray Mapping. Gray mapping is widely used in digital
communication, which can significantly improve the

mv1 mv2 mv3

mv5

mv8mv7mv6

mv4 mvc

Figure 5: Adjacent motion vectors in WMVMF. This process can
reduce the impact of errors in motion vectors.
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correlation between initial information and side information
and can better map smaller Euler distances to smaller Ham-
ming distances, making encoded data less susceptible to
complex environments.

The natural binary code is usually used in the WZ codec
to describe the quantization symbols. The Hamming dis-
tance between the binary codes is obviously higher than that
of the gray mapping. The corresponding relationship
between the two coefficients near zero is shown in Table 1.

The quantized DCT coefficient q is converted into a
binary form using natural binary as follows:

qNB = q0q1q2 ⋯ qMk−1
Â Ã

, ð2Þ

where MK represents the number of bits required for the
DCT coefficient band bk and q0 and qMk−1 represent the
most significant and least significant bits, respectively.

Then, the above binary code is converted into a gray
code by the following equation as follows:

q0G = q0,

qiG = qi−1 ⊕ qi,

qG = q0G q1G q2G ⋯ qMk−1
G

h i
,

ð3Þ

where i ∈ ½1,Mk − 1�, and the XOR calculation has low-
complexity characteristics, so the added complexity can be
ignored.

At the decoding end, after the Mk bit planes in the DCT
coefficient band are decoded, the natural binary code shown
in equation (4) is obtained by inverse gray mapping as follows:

q′0 = qG′ 0,
q′i = q′i−1 ⊕ qG′ i,

qNB′ = q′0q′1q′2⋯ q′Mk−1
h i

,

ð4Þ

where qG′ 0 indicates the decoded most significant bit.
The smaller the Hamming distance between the code-

words, the smaller the bit error rate (BER) of the bit stream
of the correlation between the initial WZ information and
the corresponding side information. Replacing the natural
binary code with gray mapping can significantly reduce
BER and improve the DSC compression efficiency.

3.5.2. Rate-Adaptive LDPCA Codec. Since LDPC codes have
poor source compression performance, a rate-adaptive
LDPC codec composed of LDPC code concomitant encoders
and accumulators is proposed, and its system block diagram
is shown in Figure 7.

First, add the syndrome code stream ðS, S2 ⋯ Sn ⋯
SN−1, SNÞ output by LDPC encoding to modulo 2 to obtain
ða1, a2 ⋯ an ⋯ aN−1, aNÞ. And stored in the buffer area,
according to the request of the decoder, the check bits in
the encoder are segmented and transmitted to the decoder.
During decoding, the decoder first performs modulo 2 dif-
ferential on the received parity bits to obtain a concomitant
code stream and then performs LDPC iterative encoding.

3.5.3. Quality Enhancement Module for Side Information.
When there is severe shaking and obvious illumination
changes in the deep-sea environment, the quality of side
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Figure 6: The video error-resilience scheme (UnderWater-WZ) based on the Wyner-Ziv video coding system under the underwater
acoustic channel designed in this paper.

Table 1: Comparison of natural binary codes and gray mapping
codewords for coefficient values around zero.

Coefficient value Natural binary code Gray code

-2 11111110 10000001

-1 11111111 10000000

0 00000000 00000000

1 00000001 00000001

2 00000010 00000011
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information will deteriorate accordingly. The MCTI scheme
will fail. In this paper, a quality enhancement module based
on motion compensation is proposed to be applied in the
UnderWater-WZ system. The basic idea is to improve the
quality of the intraframe coding fast Ii, thereby improving
the quality of SI. The framework is shown in Figure 8, which
is mainly composed of three parts, namely, Ti block estima-
tion, Ui block estimation, and generation of side informa-
tion Yi.

(1) Ti Block Estimation. Ti blocks are estimated by exploiting
the temporal correlation between frames of a video
sequence. For intracoded block Ii, the symmetrical motion
vector pair obtained by bidirectional motion estimation is
fðνx, νyÞ, ð−νx,−νyÞg. According to the classical linear
motion model, the initial frame Xi is linked with the macro-
blocks in the same position in the preceding and following
reference frames Xb and Xf as follows:

Xi x, yð Þ = Xb x + vx, y + vy
À Á

+ Zb x, yð Þ, ð5Þ

Xi x, yð Þ = Xf x − vx, y − vy
À Á

+ Zf x, yð Þ, ð6Þ

where ZbðÞ and Zf both obey a normal distribution with a

mean value of 0 and the decoded reference frames Xb′ and
Xf ′ before and after the quantization noise Q processing as
follows:

Xb′ x, yð Þ = Xb x, yð Þ +Qb x, yð Þ, ð7Þ

Xf′ x, yð Þ = Xf x, yð Þ +Qf x, yð Þ, ð8Þ

where Qbðx, yÞ and Qf ðx, yÞ represent the quantization dis-
tortion at ðx, yÞ.

For a uniform quantizer with a quantization step size of
Δ, the quantization distortion is approximately uniformly
distributed in the interval ½−Δ/2, Δ/2�, and the variance is
Δ2/12. Under the action of the quantization distortion, the
quality of the macroblock is estimated by the variance of
the quantization distortion, as follows:

σ2
Xb
′ = E Xb′ x, yð Þ − Xb x, yð Þ

� �2� �
= E Q2

b x, yð ÞÂ Ã
=
Δ2

12
, ð9Þ

σ2
X f
′ = E Xf′ x, yð Þ − Xf x, yð Þ

� �2� �
= E Q2

f x, yð Þ
h i

=
Δ2

12
:

ð10Þ

According to the vector obtained by bidirectional
motion estimation and the decoded reference frames, the
motion-compensated version XMC

b and XMC
f of block Ii is

obtained, as shown in formulas (13) and (14).

XMC
b x, yð Þ = Xb′ x + vx, y + vy

À Á
+ ΔXb x, yð Þ

= Xb x + vx, y + vy
À Á

+Qb x + vx, y + vy
À Á

+ ΔXb x, yð Þ,
ð11Þ

XMC
f x, yð Þ = Xf′ x − vx, y − vy

À Á
+ ΔXf x, yð Þ

= Xf x − vx, y − vy
À Á

+Qf x − vx, y − vy
À Á

+ ΔXf x, yð Þ,
ð12Þ

where ΔXb and ΔXf correspond to the residuals of the
motion estimation process, respectively.

By combining the motion compensation of the reference
frames with the corresponding intraframe decoding block,
the corresponding Ti block can be obtained, as follows:

Ti x, yð Þ = 1
3

XMC
b x, yð Þ + XMC

f x, yð Þ + Ii x, yð Þ
� �

: ð13Þ

The mean square error between Ti and Ii blocks is
smaller than that between Ii and Xi blocks. Therefore, when
the mean error is zero, the Ti block should satisfy the follow-
ing:

〠
N−1

x=0
〠
N−1

y=0
σ2
Ti
≤ 〠

N−1

x=0
〠
N−1

y=0

φ2
I

12
, ð14Þ

where N is the macroblock size and φI is the quantization
step size of the intraframe macroblock Ii. Then, the error
variance of Ti block is as follows:

σ2
Ti
= E Ti x, yð Þ − Xi x, yð Þð Þ2Â Ã

: ð15Þ

When the Ii block satisfies the condition of (16), that is,
the sequence correlation is low or the intraframe decoding
quality is low, motion compensation is performed, and the
obtained macroblock is used for Ti estimation. The rest will
do Ui block estimation.

(2) Ui Block Estimation. For macroblocks that do not satisfy
(14), the corresponding MCTI estimation block Si will be
combined with the weighted average to obtain Ui, as shown
in (16).

Ui x, yð Þ = ωIi x, yð Þ + 1 − ωð ÞSi x, yð Þ, ð16Þ

where ω represents the weight of the intraframe decoding
block Ii, and the higher the quality of the intraframe decod-
ing block, the greater the weight of the Ii block in the estima-
tion of the corresponding Ui block. The quality of Ii block is
evaluated as follows:

σ2
Ii
= 〠

N−1

x=0
〠
N−1

y=0

φ2
I

12
: ð17Þ
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The variance of the matching error Zi between the front
and rear reference frames can be calculated as follows:

σ2zi = E Xb′ x + ux, y + uy
À Á

− Xf′ x − ux, y − uy
À Á� �2� �

: ð18Þ

Finally, the weight ω is calculated as follows:

σ2Zi
= E Xb′ x + ux, y + uy

À Á
− Xf′ x − ux , y − uy

À Á� �2� �
: ð19Þ

Among them, quality of estimated Siσ
2
Si
≈ σ2Zi

.

(3) The Side Information Yi. For the generation of side infor-
mation, only the corresponding macroblock in the reference
frame needs to be used as the data block of the side informa-
tion frames. The generation of SI in this scheme can reduce
the number of parity bits that need to be transmitted to the
decoding end, thereby improving the RD performance. Sec-
ondly, the data amount of the LDPCA encoder can also be
reduced, which is beneficial to improve the decoding
performance.

The motion compensation quality enhancement is to
select a suitable candidate block from the two reference
frames before and after and combine the low-quality intra-
frame block Ii to obtain a higher-quality macroblock,
thereby generating high-quality side information.

3.6. DCT Intraframe Quantization Matrix Design. Because
there are many interference factors such as creatures, light,
and water flow in marine videos, the scenes of the videos
change frequently and violently. In order to reduce the visual
sensitivity to scene changes, so as to obtain better visual
quality and compression effect, Bossen et al. [48] propose a
spatial frequency calculation method, and we design an
intraframe quantization matrix based on DCT according to
the weighted quantization matrix proposed by Shang et al.
[49]. Using Hðu, vÞ to weigh different change frequency
coefficients, people will weaken the changes to the scene. H
ðu, vÞ represents the sensitivity corresponding to the ðu, vÞ
position coefficient, and its calculation is as follows:

H u, vð Þ = a b + cf u, vð Þð Þ exp − df u, vð Þð Þ1:1À Á
, f u, vð Þ > fmax,

1, f u, vð Þ ≤ fmax,

(

ð20Þ

where a, b, c, and d are all constants and f ðu, vÞ represents
the spatial frequency corresponding to the ðu, vÞ position,
and its expression is as follows:

f u, vð Þ = π

180 sin−1 1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + dis2

p� � ×
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f uð Þ2 + f vð Þ2

q
: ð21Þ

After different frequency coefficients are weighted and
adjusted, it has the same sensitivity to the scene, so different
coefficients should be quantized with the same length after
weighting, as shown below:

Level u, vð Þ = Round
Coeff u, vð Þ ×H u, vð Þ

Qstep

 !

= Round
Coeff u, vð Þ
Qstep/H u, vð Þ

 !
,

ð22Þ
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Figure 7: Codec based on LDPCA code. The system consists of LDPC code concomitant encoder and accumulator.
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where Coeffðu, vÞ represents the transform coefficient value,
the uniform quantization step size Qstep is used for different
weighted coefficients, and the quantized coefficient is Level
ðu, vÞ.

This process is equivalent to quantizing the correspond-
ing coefficients Coeffðu, vÞ with different quantization step
sizes Qstep/Hðu, vÞ, so the DCT coefficient intraframe quan-
tization matrix QMDCT can be obtained as shown below:

QMDCT u, vð Þ = Qstep

H u, vð Þ : ð23Þ

4. Experiments

In order to simulate the real underwater acoustic channel
environment, it is necessary to establish a simulator to real-
ize the real environment simulation of underwater video
transmission, so as to verify the UnderWater-WZ. The
framework is mainly composed of three main modules,
namely, underwater acoustic channel simulator, packet loss
channel simulator, and video encoder/decoder. Under this
framework, the video packet loss situation in the deep-sea
can be simulated, and the specific packet loss rate can be
set, taking into account the interference of network and
bandwidth on video transmission.

4.1. Simulation of Marine Video Transmission Environment

(1) The video transmission process uses Wi-Fi to trans-
mit video frames. The input end is responsible for
encoding and sending video frames, and the output
end is responsible for decoding and saving video
frames

(2) In order to simulate the packet loss channel, the
experiment uses the UDP protocol, which uses its
nontransportability and does not retransmit after
packet loss. The input end preprocesses the frames
before sending each video frame, dividing the frames
into multiple parts. When data is transmitted over
Wi-Fi, some of these chunks are randomly dis-
carded. After the output end receives the data with
missing chunks, then the frames enter the video

Figure 9: Different categories of video frames from the Brackish Dataset. The video categories include Crab, Fish-big, Jellyfish, Fish-school,
and Fish-small-shrimp.

Table 2: The corresponding value of QP and q.

Video QP = 22 QP = 24 QP = 26 QP = 28
Crab q = 7 q = 9 q = 12 q = 15

Fish-big q = 7 q = 9 q = 12 q = 15

Jellyfish q = 7 q = 9 q = 12 q = 15

Fish-school q = 7 q = 9 q = 12 q = 15

Fish-small-shrimp q = 7 q = 9 q = 12 q = 15

Table 3: Video quality comparison under DCT intraframe
quantization matrix.

Video QP
Bit rate (kbps) PSNR (dB)

Without
matrix

With
matrix

Without
matrix

With
matrix

Crab

22 62208 61057 38.28 39.35

24 34190 33542 32.54 33.34

26 16321 15973 25.31 26.47

28 7953 7806 21.46 22.15

Fish-big

22 61732 59823 37.23 38.21

24 30132 27959 29.39 30.31

26 12783 10833 21.98 23.01

28 6292 4802 18.72 19.43

Jellyfish

22 59831 57932 35.43 36.41

24 28934 26382 28.23 28.82

26 12072 11283 24.12 24.89

28 4827 3987 16.87 17.21

Fish-school

22 60123 58263 37.14 38.24

24 27092 25873 31.95 32.92

26 11039 9802 24.21 25.02

28 6029 4192 20.24 21.94

Fish-small-
shrimp

22 63219 61220 38.02 38.92

24 38378 37218 31.90 32.52

26 15384 13982 25.42 25.89

28 8739 6273 20.93 21.67
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error-resilience system designed in this paper to
restore the frames to form a new video sequence

(3) To evaluate video latency and video quality, we set
up one video encoder node to be underwater and
another node to be above water. In order to simulate
the underwater video transmission environment, the
experiment adopts the bandwidth of 200K, the pro-
tocol which is 802.11N, and the rate of MCS7

4.2. Experimental Parameter Settings. We evaluate the pro-
posed UnderWater-WZ error-resistant coding system on

the Brackish Dataset [50]. The simulation experiment uses
five video sequences, Crab, Fish-big, Jellyfish, Fish-school,
and Fish-small-shrimp, with different motion characteristics
in the dataset. Some video frames in the dataset are shown in
Figure 9.

In the experiment, the first 100 frames under different
bit error rate environments were tested. The video size is
CIF (352 × 288), video format Y :U :V is 4 : 0 : 0, only the
luminance component is tested, and the video frame rate is
15 bps.

In UnderWater-WZ, traditional MJPEG intraframe cod-
ing is used for key frames, and LDPCA coding is used for
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Figure 10: Quality of side information generated in the first 100 frames under the resolution ratio of 1280 × 720. (a) 5% PLRs. (b) 10% PLRs.
(c) 15% PLRs.
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WZ frames. In the coding scheme designed in this paper, the
block size is 4 × 4, and the quantization matrix is 2. The
adopted quantization step size is represented by q, wherein
different quantization parameters (QP) correspond to differ-
ent quantization step sizes. Through a large number of sim-
ulation experiments, the corresponding value of QP and q is
shown in Table 2 so that a good rate-distortion effect can be
obtained.

In the next section, the experimental results are com-
pared in detail and comprehensively, so as to verify the per-
formance and video quality of the scheme proposed in this
paper in wireless channel transmission.

4.3. Evaluation Settings. To evaluate the reconstructed video
quality when receiving data, we use a video quality evalua-
tion metric: average peak signal-to-noise ratio (PSNR) and
structural similarity (SSIM).

MSE is the mean squared error between all pixels of the
decoded video and the original video, calculated as follows:

MSE =
1

M ×N
〠
M−1

i=0
〠
N−1

j=0
I i, jð Þ − K i, jð Þk k2, ð24Þ

where Iði, jÞ and Kði, jÞ represent the pixel values of the
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Figure 11: Quality of side information generated in the first 100 frames under the resolution ratio of 1600 × 900. (a) 5% PLRs. (b) 10% PLRs.
(c) 15% PLRs.
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original image and the decoded image at the coordinate
position ði, jÞ, respectively, and M ×N represents the image
size.

In our case, we also calculated the average video peak
signal-to-noise ratio between the reconstructed received
video and the original video. As shown in [51], for channel
error or data loss conditions, the average peak signal-to-
noise ratio is calculated as follows:

PSNRavg = 10 log10
2n − 1ð Þ2
μMSE

 !
, ð25Þ
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Figure 12: Quality of side information generated in the first 100 frames under the resolution ratio of 1920 × 1080. (a) 5% PLRs. (b) 10%
PLRs. (c) 15% PLRs.

Table 4: Running time of three video coding methods.

Video
Time

HEVC VVC UnderWater-WZ

Crab 6.43 26.72 18.25

Fish-big 7.05 29.54 20.15

Jellyfish 5.82 24.54 16.83

Fish-school 5.67 23.68 16.27

Fish-small-shrimp 5.35 22.34 15.81
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Figure 13: Continued.
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where n is the number of bits used to encode the brightness
of the pixel, and in the standard case of the image, the com-
ponents of the pixel are encoded in 8 bits. μMSE is the average
of the frame-by-frame MSE values.

SSIM usually evaluates the similarity of two images
through the following three aspects: luminance, contrast,
and structure. Given two images x and y, the structural sim-
ilarity of the two images can be obtained as follows:

SSIM x, yð Þ =
2μxμy + c1
� �

2σxy + c2
À Á

μ2x + μ2y + c1
� �

σ2x + σ2y + c2
� � , ð26Þ

where μx is the mean of x, μy is the mean of y, σx
2 is the var-

iance of x, σy
2 is the variance of y, and σxy is the covariance

of x and y. And c1 = ðk1LÞ2, and c2 = ðk2LÞ2, where L is the
dynamic range of pixel values, k1 = 0:01, and k2 = 0:03.

4.4. DCT Intraframe Quantization Matrix. The DCT-based
intraframe quantization matrix designed in this paper
reduces visual sensitivity and enhances video quality by pro-
cessing different frequency coefficients. The experiment is
verified by Crab under different quantization step size QP,
and the relationship between QP, bit rate, and PSNR is
obtained, and the experimental comparison is carried out.
The experimental results are shown in Table 3.

Summarizing the experimental results, compared with
the nonquantization matrix, the quantization matrix
designed in this paper further reduces the average bit rate
of the test video while improving the PSNR quality of the
image. Under different quantization step sizes, the Crab
video sequence bit rate is reduced by about 1.93%, 1.89%,
2.13%, and 1.99%, respectively. The video quality PSNR

gains were 1.07 dB, 0.8 dB, 1.16 dB, and 0.69 dB. Experiments
show that, without changing the structure of the coding
model, by designing an intraframe quantization matrix for
DCT, the average video bit rate can be further reduced while
improving the video quality.

4.5. Side Information Quality Comparison. The video error-
resilience scheme designed in this paper includes the
improvement of the side information generation method;
that is, the MCTI is combined with the check information
transmitted by the encoder to generate high-quality side
information. The side information generation methods of
the video coding system based on the Wyner-Ziv framework
are all through MCTI.

This experiment is verified by the first 100 frames of
Crab video sequence under three different resolutions
(1280 × 720, 1600 × 900, and 1920 × 1080). Under the pre-
mise of 5%, 10% and 15% packet loss rate, compare with
the Average interpolation (AI), Motion compensated time
interpolation(MCTI) and MCTI+ Verification information
(VI) method. The obtained side information PSNR (SI
PSNR) quality curve is shown the figure below.

For the resolution ratio of 1280 × 720, the quality of side
information generated in the first 100 frames under different
packet loss rates is shown in Figure 10.

For the resolution ratio of 1600 × 900, the quality of side
information generated in the first 100 frames under different
packet loss rates is shown in Figure 11.

For the resolution ratio of 1920 × 1080, the quality of
side information generated in the first 100 frames under dif-
ferent packet loss rates is shown in Figure 12.

It can be concluded from the experimental results that
the quality of side information obtained by MCTI and
MCTI+VI methods is obviously better than that of AI, so
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Figure 13: Video reconstruction quality under different PLRs. (a) Crab. (b) Fish-big. (c) Jellyfish. (d) Fish-school. (e) Fish-small-shrimp
(QP = 26).
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Figure 14: Continued.
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MCTI must be used to obtain high-quality side information.
In addition, with the improvement of resolution ratio, the
quality of side information is gradually improved. Therefore,
improving the resolution ratio of video sequences is also one
of the ways to improve the quality of side information. The

scheme in this paper combines MCTI with check informa-
tion to generate better side information. Compared with
AI, the MCTI+VI method can achieve a maximum SI PSNR
gain of about 10 dB in the first 100 frames of video
sequences. Compared with MCTI, SI PSNR can be improved
by about 4 dB at most. In addition, the lower the packet loss
rate, the more obvious the effect of the MCTI+VI method. In
addition, the resolution ratio is changed from 1280 × 720 to
1920 × 1080 in the experiment; the SI PSNR can be increased
by about 3.8 dB.

The way of generating side information determines the
RD performance of a video coding system. The more similar
the side information generated by the encoding end and the
decoding end, the higher the RD performance of the recon-
structed video, and the better the effect of video error
resilience.

4.6. Coding Complexity. In the experiment, we evaluate the
coding complexity of the UnderWater-WZ encoder from
the running time of the deep-sea video and compare the pro-
cessing time of HEVC and VVC coding. In this section, the
experiment verifies five types of test sequences. For test con-
ditions, the resolution ratio is 1920 × 1080, the QP parame-
ter is 22, and the experimental results of coding complexity
are shown in Table 4.

From the experimental results, we can see that the run-
ning time of HEVC coding is nearly 5 times that of VVC
coding. It can be seen that compared with HEVC coding,
the coding complexity of VVC is quite high, and the main
reason of high complexity is that recursive multitype tree
partitioning is used in coding. However, for UnderWater-
WZ coding, although the running time cannot reach the
level of HEVC, the running time is significantly reduced
compared with VVC coding.
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Figure 14: Rate-distortion performance of reconstructed video. (a) Crab. (b) Fish-big. (c) Jellyfish. (d) Fish-school. (e) Fish-small-shrimp
(PLRs = 0:05).

Table 5: SSIM comparison of different video sequences processed
by different coding systems.

Video QP
SSIM

HEVC VCC UnderWater-WZ

Crab

22 0.927 0.957 0.965

24 0.913 0.931 0.939

26 0.894 0.918 0.923

28 0.883 0.904 0.912

Fish-big

22 0.918 0.952 0.967

24 0.902 0.941 0.948

26 0.889 0.922 0.936

28 0.872 0.908 0.916

Jellyfish

22 0.916 0.943 0.951

24 0.891 0.926 0.932

26 0.882 0.907 0.914

28 0.868 0.892 0.904

Fish-school

22 0.925 0.945 0.952

24 0.908 0.928 0.931

26 0.892 0.912 0.914

28 0.879 0.893 0.897

Fish-small-shrimp

22 0.923 0.962 0.965

24 0.912 0.948 0.949

26 0.900 0.931 0.937

28 0.891 0.919 0.921
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Through the above experimental results, it shows that
the low correlation coding method used in UnderWater-
WZ coding effectively reduces the complexity compared
with VVC while ensuring that the coding efficiency does
not decline significantly.

4.7. Video Quality. In order to verify the effectiveness of the
video error-resilience scheme based on underwater acoustic
channel designed in this paper, set QP = 26, q is 12, and ver-
ify that under different PLRs, the five video sequences, Crab,
Fish-big, Jellyfish, Fish-school, perform video error-
resilience transmission through the simulated marine video
communication environment, and then, we obtain recon-
structed video with the error-resilience processing. Finally,
the experimental results under the error concealment algo-
rithm and HEVC, VVC, and UnderWater-WZ coding sys-
tems are compared. The experimental results are shown in
Figure 13.

It can be seen from the above experiments that with the
increase of the packet loss rate, the PSNR after reconstruc-
tion by the error concealment algorithm has the most obvi-
ous downward trend, indicating that the video quality after
this method is the worst. Based on the HEVC and VVC cod-
ing system and the UnderWater-WZ coding system
designed in this paper, it is obvious that the quality of the
reconstructed video image does not decrease significantly.
In contrast, in the simulated deep-sea environment, the
video quality after the UnderWater-WZ video encoding sys-
tem is the best. Even when the packet loss rate is as high as
20%, the scheme proposed in this paper can improve the
PSNR of the reconstructed image in the case of bit errors
to varying degrees. PSNR can be improved by about
2.6~3.5 dB at most.

Figure 14 shows the rate-distortion performance curves
of the reconstructed videos after the error concealment algo-
rithm and HEVC, VVC, and UnderWater-WZ coding pro-
cessing for three video sequences when the packet loss rate
is set to 5%. Here, the error concealment processing adopts
the typical bilinear interpolation algorithm in the spatial
domain error concealment algorithm. Compared with the
error concealment algorithm, the other three schemes can
significantly improve the video quality after reconstructing
the video. In particular, as the bit rate increases, the video
quality improves most obviously when the quantization step
size increases. In the deep-sea environment, compared with
HEVC, the UnderWater-WZ scheme can improve the PSNR
of the video sequence by about 2.8~3.4 dB at most. Com-
pared with the VVC, the PSNR of the video sequence can
also be improved by about 0.8~2.2 dB at most.

In order to further verify the improvement of video qual-
ity, we evaluate the SSIM indicators processed by the HEVC,
VVC, and UnderWater-WZ systems for three video
sequences with different step lengths. The data are shown
in Table 5. It can be seen from the data in the table that as
the step size increases, the SSIM is also decreasing. Com-
pared with the HEVC system, the video sequences processed
by the UnderWater-WZ system have higher SSIM. For the
Fish-school and the Fish-small-shrimp sequences, since the
target of the video is too small, the bit rate obtained is also

small, resulting in insufficient quality improvement. In the
follow-up work, the work will also focus on small target
videos for further research.

The experimental results show the video error-resilience
scheme (UnderWater-WZ) designed in this paper under the
underwater acoustic channel. Through the coding scheme
that reduces the data correlation and the improved macro-
block-based side information generation method, with the
assistance of the feedback channel, the bit error rate of video
transmission in the deep-sea environment is successfully
reduced, and the video quality is significantly improved.
Compared with other video error-resilience schemes, the
reconstructed video quality obtained by UnderWater-WZ
is better, indicating that the video transmission under the
underwater acoustic channel is more suitable for processing
by the UnderWater-WZ system.

5. Conclusions

In order to solve the problems caused by wireless video
transmission in the marine environment, in this paper, a
new video error-resilience scheme (UnderWater-WZ) is
formed by improving the Wyner-Ziv coding system for
high-quality multiview video transmission in marine envi-
ronment. The implementation process includes controlling
error range by using MJPEG coding, combining motion
compensation time interpolation with calibration informa-
tion to generate high-quality side information. And intra-
quantization matrix is designed to weaken the change of
video scene.

The experimental evaluation results show that in the
simulated underwater video transmission environment, after
processing the proposed scheme, higher-quality side infor-
mation can be obtained. The reconstructed video quality
obtained by the scheme is significantly better than the
Wyner-Ziv system. The PSNR of the video can gain up to
2.6~3. 5 dB. In future work. we will discuss a scheme for
multiview video transmission with low latency. We will
divide each panoramic video frame into multiple tiles and
send the tiles based on the display probability of each tile.
In the follow-up work, the intraframe quantization matrix
designed in this paper can be extended to the interframe
quantization matrix to further improve the coding efficiency
of HEVC. In this way, video error-resilience processing in
low-latency transmission of underwater panoramic video is
realized.
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