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Massive multiple-input multiple-output (MIMO), or large-scale MIMO, is one of the key technologies for future wireless networks to exhibit a large accessible spectrum and throughput. The performance of a massive MIMO system is strongly reliant on the nature of various channels and interference during multipath transmission. Therefore, it is important to compute accurate channel estimation. This paper considers a massive MIMO system with one-bit analog-to-digital converters (ADCs) on each receiver antenna of the base station. Deep learning (DL)-based channel estimation framework has been developed to reduce signal processing complexity. This DL framework uses conditional generative adversarial networks (cGANs) and various convolutional neural networks, namely reverse residual network (reverse ResNet), squeeze-and-excitation ResNet (SE ResNet), ResUNet++, and reverse SE ResNet, as the generator model of cGAN for extracting the features from the quantized received signals. The simulation results of this paper show that the trained residual block-based generator model of cGAN has better channel generation performance than the standard generator model in terms of mean square error.

1. Introduction

The frequency of wireless data traffic has increased dramatically worldwide during the last few decades [1]. This scenario puts considerable pressure on the current wireless communication system. The instant increase in the demand for several laptops and smart devices, the prevalence of online gaming and social networking, and the high-demand services like interactive media led to an outburst in cellular network data traffic, with demands projected to rise continuously at a rapid rate [2, 3]. As per Cisco’s visual networking index forecast, the global mobile data traffic increased approximately ten-fold from 2013 to 2018 [4]. By the end of 2022, most of the traffic will be derived from mobile phones. The previous wireless generation systems were not able to manage this enormous amount of data. This scenario has motivated the consideration of a wireless technology known as multiple-input multiple-output (MIMO), both in theory and practice [5]. MIMO technology uses multiple antennas for a considerable improvement in spectral efficiency. This technology is divided into three parts: point-to-point MIMO, multiuser MIMO, and massive MIMO [6]. The point-to-point MIMO is the simplest form of MIMO in which a base station (BS) equipped with an antenna array serves a terminal equipped with an antenna array [6]. In multiuser MIMO, the array of terminals using the same time-frequency resources is served by a single base station [7]. This scenario comes from a point-to-point MIMO setup by splitting the K-antenna terminal into multiple separate terminals. The massive MIMO is a scalable version of multiuser MIMO. It is also called the extension of MIMO technology, which includes hundreds and even thousands of antennas at the BS to enhance the throughput and energy efficiency [8]. The underlying idea that allows for a considerable gain in energy efficiency is that energy can be absorbed with high intensity into smaller areas when a large number of antennas are used [9]. By utilizing the multiplexing gains and spatial diversity, massive MIMO improves the robustness and spectral efficiency of wireless communication systems under limited channel fading and bandwidth [10]. The issues associated with practical massive MIMO systems are the high power consumption and expensive
The utilization of analog-to-digital converters (ADCs) is one of the promising solutions for this issue. The power transmitted by these complex ADCs is inversely proportional to the number of antennas [11]. The power consumed by each ADC increases exponentially with the number of quantization bits and linearly with the sampling rate [12, 13]. Therefore, low-resolution one-bit ADCs are considered for a massive MIMO system.

In a one-bit massive MIMO system, deep learning (DL) techniques are being applied to empower its full potential [14]. The influence of DL techniques grew rapidly in early 2000s. DL is a subset of machine learning (ML) that makes the inferences of DL techniques are being applied to empower its full potential [15]. DL is used in a number of domains, including automatic speech recognition, object detection, and image classification. It is also used in many wireless communication applications, such as resource management, spectral sensing, beamforming, signal detection, and channel estimation [16–18]. Using the DL techniques, a task can be analyzed easily and with reliable results. In [19], DL techniques have been successfully used for signal detection with nonlinear distortion and joint channel estimation. In [20], a deep convolutional neural network (CNN) has been used to explore channel correlation and improve the channel estimation accuracy. DL approaches can also be used to solve the beam selection problem in massive MIMO systems [21].

In [22], a DL technique was used to estimate the channel for one-bit massive MIMO system. By using this DL technique, it is difficult to generate a more realistic channel matrix because of information loss with subsequent layers in neural networks [22]. This paper employs the same DL technique used in [22] with different CNN architectures to generate more realistic and accurate channels for one-bit massive MIMO system.

The performance of the proposed approach is measured in terms of mean square error (MSE) and the number of used BS antennas. The conditional generative adversarial network (cGAN) is a form of GAN that is used to determine an adaptive loss function, called GAN loss, for variety datasets and applications. The learning curves for the generator and discriminator models of all the cGAN versions are also tracked and estimated. The following are the main contributions of this paper: The reverse residual network (reverse ResNet), squeeze-and-excitation ResNet (SE ResNet), ResUNet++, and reverse SE ResNet versions of the ResNet architecture are successfully implemented as a generator model of cGAN, and their performance is compared in terms of MSE and the number of BS antennas used. The learning curves of the generator and discriminator models are also examined. The learning curves show that both the generator and discriminator are following their adversarial property, indicating that the training scheme is working properly. However, after upgrading the ResNet to its variants, the discriminator may need to be upgraded as well to keep up with the more powerful generator. The results exhibit that for channel estimation, the cGAN with reverse SE ResNet as a generator model outperforms the other techniques. The rest of this paper is structured as follows: The architecture of a one-bit massive MIMO system is described in Section 2. The characteristics of DL models and channel estimation using cGAN are discussed in Section 3. The simulation results are presented and compared in Section 4. Finally, Section 5 concludes the paper.

2. Architecture of One-Bit Massive MIMO System

In a basic massive MIMO setup, each BS is equipped with a large number of antennas and serves a cell with a large number of users. Each user is considered as a single antenna. All users simultaneously occupy the full time-frequency resources both in uplink and downlink transmissions. On the BS and user sides, an uplink massive MIMO system with a uniform linear array (ULA) is considered. As shown in Figure 1, there are M BS antennas and K single-antenna mobile users (MUs). Each antenna at BS is equipped with two one-bit ADCs for real and imaginary components of the signal received from each MU antenna. By following the channel model of [22], the channel matrix for the K MUs can be expressed by

\[ h_k = \sum_{l=1}^{N_p} \omega_l a\left(\beta_{\text{ant}}^l, \beta_{\text{aod}}^k\right), \]

where \( l \) is the channel path, \( N_p \) is the number of channel paths, the complex gain of each path \( l \) is \( \omega_l \), and \( a(\cdot) \) denote the array response vector of the BS, \( \beta_{\text{ant}}^l \) and \( \beta_{\text{aod}}^k \) denote the azimuth angle of departure and elevation angle of departure, respectively. Finally, the full channel matrix \( H \) for K MUs can be expressed by (2), where the dimension of \( H \) is \( M \times K \):

\[ H = [h_1, h_2, \ldots, h_K]. \]

2.1. Applying One-Bit ADCs for Channel Estimation. The channel is estimated at the BS by using a pilot sequence of length \( \tau \) from the user side. As shown in Figure 1, K MUs concurrently transmit the pilot sequence of length \( \tau \) to BS. The received signal \( Y \) at the BS before one-bit quantization is given by [22]:

\[ Y = H\phi + N, \]

where the dimension of \( Y \) is \( M \times \tau \), \( N \) is a noise matrix whose dimension is \( M \times \tau \), and \( \phi \) is the randomly assigned pilot sequence from K users. During the quantization process, the real and imaginary components of a signal from BS antennas are separately quantized using one-bit ADC. The function used for quantization is signum function \( \text{sgn}(\cdot) \). After one-bit quantization, the received signal \( Y \) can be expressed by [22]

\[ Y = \text{sgn}(H\phi + N), \]
where \( \text{sgn}(.) \) is

\[
\text{sgn} = \begin{cases} 
1 & \text{for } x \geq 0, \\
-1 & \text{otherwise.}
\end{cases}
\]

The quantized signal \( Y \) takes the values from the set \( \{1 + j, 1 - j, -1 + j, -1 - j\} \). The goal of this research is to use an adversarial DL model to extract the channel matrix \( \hat{H} \) from the quantized received signal \( Y \), as well as to evaluate their performance in terms of MSE and the number of BS antennas employed.

3. Channel Estimation Using cGAN

In this section, CNN-based cGAN has been used to perform the channel estimation tasks. In this work, the channel estimation is considered as an image-to-image translation problem by considering channel matrix \( H \) and received signal \( Y \) as two channel images with parameters of \( M \times N \times 2 \) and \( M \times \tau \times 2 \), respectively. Here two channels signify the real and imaginary part of the complex matrix.

3.1. cGAN Architecture. The standard GAN is composed of two neural networks, namely generator \( G \) and discriminator \( D \). As shown in Figure 2, \( G \) learns the data distribution from the original dataset and generates new images [23]. The \( G \) is trained to improve the quality of generated data to fool the discriminator, so that generated samples produced by \( G \) are considered real ones, and the \( D \) is trained to differentiate between generated and real samples. If \( D \) can successfully differentiate between the generated and real samples, then \( G \) will receive feedback based on \( D \)'s success, so that \( G \) can learn to generate samples similar to the real ones. Both networks work against each other to achieve the best results [22]. To achieve this goal, the cGAN loss is composed of two parts: the adversarial loss and the \( L1 \) loss [24]. The adversarial loss can be expressed by

\[
L_{cGAN}(G, D, Y, H) = \min_G \max_D E[\log D(H)] + E[\log (1 - D(G(Y))].
\]

The expression of \( L1 \) loss is given by

\[
L_1 = \left( E[\|H - G(Y)\|^2] \right).
\]

Here \( L_1 \) distance is added to the generator loss to encourage the low-frequency accuracy of the generated image. The \( L_1 \) distance is preferred over \( L_2 \) distance because it produces images with less blurring. Finally, the complete expression for the cGAN loss is given by [22]

\[
L_{cGAN}(G, D, Y, H) = \min_G \max_D E[\log D(H)] + E[\log (1 - D(G(Y))] + \lambda L_1(G).
\]

The architecture of \( G \) and \( D \) neural networks must be carefully chosen in order to make training easier [25].

3.2. Proposed CNN Architectures for G Model of cGAN. In this paper, a cGAN architecture is used to create artificial channel samples in a one-bit massive MIMO system illustrated in Figure 3. To make the training process easier, the architecture for the G model must be chosen carefully [26]. After conducting a thorough model exploration for the G model and taking into account prior findings [22, 27], a few ResNet variant architectures have been applied to the G model in this work, and the learning curves of the G and D models have also been analyzed to verify the proper functionality of training scheme. In the cGAN model, both
G and D using CNN architectures are composed of many convolutional layers, batch normalization (BN) layers, activation functions, and dropout layers. The first CNN architecture implemented for the G model of cGAN in this paper is reverse ResNet [26] for channel estimation. As depicted in Figure 4, the order of BN layer, activation function, and convolution layer in the residual block of ResNet described in [28] was changed from Conv-BN-ReLU to BN-ReLU-Conv in this CNN architecture. This modified architecture of ResNet, i.e., reverse ResNet, trains faster and achieves better results than ResNet [28]. The second CNN architecture implemented for the cGAN G model in this paper is SE ResNet, in which an SE block is added to ResNet to perform feature recalibration.

In the SE ResNet architecture, SE block is used after each residual block in order to improve the network’s representation [29]. As demonstrated in Figure 5, the global average pooling layer is used for the squeeze phase to minimize the overfitting by reducing the total number of parameters in the model, and two fully connected layers are used for the excitation phase to fine-tune the obtained features for precise channel estimation in the SE block following a channel-wise scaling operation. The third ResNet variant implemented for the cGAN G model in this paper is ResUNet++ [30]. A few modifications have been done in this CNN architecture to make it less complex. The output of each SE ResNet block is concatenated with its corresponding layer in the decoder. ResUNet++ is based on the ResUNet architecture that was presented in [27] for channel estimation. The ResUNet++ architecture takes advantage of both the residual and SE blocks in the U-Net CNN architecture [31]. A residual block spreads information across layers and reduces the vanishing gradient problem, while an SE block performs the feature recalibration [32]. Figure 6 depicts the block diagram of modified ResUNet++ architecture. In the modified ResUNet++ architecture, the encoder uses the SE block with residual block, whereas the decoder uses a sequence of deconvolution, BN, dropout, and concatenation with the SE ResNet through skip connections [32].

Reverse SE ResNet is the fourth CNN architecture used in this paper for the G model of cGAN. As shown in Figure 7, this CNN architecture combines reverse ResNet and SE ResNet. Because of the reverse ResNet and the SE ResNet, this combination allows for faster training and better feature calibration.
3.3. Discriminator Model Architecture. The PatchGAN architecture [24] has been used for the D model in this paper. As reported in [24], the PatchGAN discriminator takes individual patches of an image rather than the entire image and classifies them separately as real and fake, which encourages sharp and high-frequency details of an image. The cGAN D model has two-dimensional convolutional layers with a kernel size of 4, BN layers, and ReLU activation function. The advantage of adopting PatchGAN is that the image size is unrestricted, as well as the image resolution and texture structures are unaffected [33].

4. Simulation Results

4.1. Datasets and Model Training. In this paper, an indoor massive MIMO scenario “i1_2p4” of [34] has been considered for channel estimation using cGAN in one-bit massive MIMO system. In this scenario, there is a 10m × 10m dimensional room with two tables.

Users are arranged on x-y grids and antennas are placed on up part of the ceiling. A dataset is generated by taking this scenario, called the DeepMIMO dataset. The parameters for channel simulation are listed in Table 1. Moreover, four...
channel datasets are generated with different number of BS antennas; $M$ varies from 64 to 256, and the number of MUs is fixed to $K = 32$. For the training and testing purposes, the generated DeepMIMO dataset components were shuffled and distributed in the ratio of 70% and 30%, respectively [35]. To train the G model of cGAN, the Adam optimization algorithm [36] with a learning rate of $2 \times 10^{-4}$ has been used. The RMSProp algorithm [37] has been adopted with a learning rate of $2 \times 10^{-5}$ for stable training of the D model.

4.2. Matrices Estimation. This paper makes the use of MSE to compute the variation between the actual channel matrix and the estimated channel matrix. The MSE is expressed by [22]

$$\text{MSE} = 10 \log_{10} \{ \mathbb{E}[H - \hat{H}]^2 \}, \quad (9)$$

where $H$ and $\hat{H}$ are the vectors to represent the actual channel matrix and estimated channel matrix over all antennas. $\mathbb{E}[.]$ calculates values of expectation.

4.3. Performance Comparison. In this paper, the cGAN G model has been implemented using four variants of ResNet architecture, namely reverse ResNet, SE ResNet, ResUNet++, and reverse SE ResNet for channel estimation in one-bit massive MIMO system, and their performance is compared with the cGAN G model implemented with ResNet architecture [28] and U-Net architecture [29]. Figure 8 and Table 2 exhibit the performance comparison in terms of MSE. As shown, the cGAN G model with reverse SE ResNet architecture outperforms the remaining cGAN models. The cGAN G model based on reverse SE ResNet is capable of producing better channel estimation results than that of other models because an SE block performs feature recalibration through which a network can learn to use global data to selectively highlight the essential features and suppress the nonessential ones.

Moreover, by reversing the residual block, the model trains faster and achieves better results than the results of original residual block. As depicted in Figure 9, the MSE performance is compared by varying the number of BS antennas and setting the pilot sequence length to 8 and the number of MUs to 32. It can be observed that the MSE value of all cGAN models increases a bit when the number of BS antennas is increased from 64 to 256. The MSE value of cGAN G model with reverse SE ResNet architecture stays in the range from -40 dB to -39 dB. There is no noticeable improvement in MSE for all the G models by increasing the number of BS antennas from 64 to 256. Figures 10 and

<table>
<thead>
<tr>
<th>Antenna array type</th>
<th>ULA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth (BW)</td>
<td>0.01 GHz</td>
</tr>
<tr>
<td>Antenna spacing</td>
<td>BW/2</td>
</tr>
<tr>
<td>Total paths</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1: Parameters for simulation.

<table>
<thead>
<tr>
<th>CNN architecture for G model of cGAN</th>
<th>Minimum MSE (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet</td>
<td>-37.2479</td>
</tr>
<tr>
<td>Reverse ResNet</td>
<td>-38.0479</td>
</tr>
<tr>
<td>ResUNet++</td>
<td>-35.0092</td>
</tr>
<tr>
<td>SE ResNet</td>
<td>-37.9267</td>
</tr>
<tr>
<td>Reverse SE ResNet</td>
<td>-40.1313</td>
</tr>
</tbody>
</table>

Table 2: Performance comparison of cGAN models.
11 demonstrate the training curves of the cGAN G and D models. It appears that balancing the convergence of both G and D is extremely difficult. When one of them is over trained, the system becomes unstable. It is observed that G performs poorly in beginning epochs and improves with subsequent epochs, but D performs well in initial epochs because D can quickly distinguish between a real and a fake one. As shown in Figure 12, the training curves of cGAN G model using ResNet and reverse SE ResNet CNN architectures are compared with the training curves of cGAN D model. With subsequent epochs, the training curves of both the G and D models converge. Figure 12 depicts the adversarial property of cGAN. As can be seen, finding a reasonable gradient to follow during training for the G model in the early epochs is challenging; therefore, the G loss is fairly random. The G eventually improves, but it still does not converge properly as shown in Figure 12.

The user’s traffic and mode collapse in cGAN are two possible explanations of this convergence failure. Both the G and D models are trying to minimize their own loss function. It is also clear from Figure 12 that the same cGAN model performs differently with different G models, and the strength of D varies in proportion to the strength of G. Lastly, the training and testing losses of cGAN G and D models are compared in Figure 13. As shown in Figure 13, there is a large gap between the G’s training and testing losses, but only a small gap between the D’s training and testing losses. It can be concluded that cGAN performance
with testing data is better and satisfactory while performing channel estimation for massive MIMO systems.

5. Conclusion

In this paper, the cGAN generator models have been implemented using different CNN architectures, including reverse ResNet, SE ResNet, SE ResNet, ResUNet++, and reverse SE ResNet, and their performances have been compared in terms of MSE for channel estimation. As shown in the simulation results, a cGAN model with a reverse SE ResNet generator and a PatchGAN discriminator can be used to estimate channels precisely. The cGAN discriminator model can be developed with reverse SE ResNet CNN architecture and compared in future work to gain better results for channel estimation. Furthermore, other GAN models, such as deep convolutional GAN and cycle GAN, can also be proposed and used instead of cGAN for channel estimation in a one-bit massive MIMO system.
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