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In order to investigate how to recognize English words and speech corpus, an English vocabulary and English speech recognition
model based on deep learning algorithm was proposed. Through recommending key technical problems and solutions based on
deep learning algorithm, how to realize the recognition of English vocabulary and speech corpus was investigated. In the research,
the accuracy of the method on the English vocabulary and speech corpus recognition based on the deep learning algorithm
increased 79% over the previous methods. Combined with the principle of the deep automatic encoder and deep learning
algorithm, the research emphasis was on the effects of speech recognition framework for speech corpus. The speech
recognition research based on the theory of deep learning not only had a theoretical guidance meaning but also had the use
value in the practical application.

1. Introduction

Due to the complex changes in speech pronunciation, the
large amount of data of speech signals, the high dimension
of speech feature parameters, and the large amount of com-
putation for speech recognition and evaluation, high-
demand software and hardware resources and algorithms
are required for large-scale speech signal processing. How-
ever, the traditional speech recognition algorithm dynamic
time warping algorithm, hidden Markov model, and artifi-
cial neural network have their own advantages and disad-
vantages, they have encountered unprecedented
bottlenecks, and it is difficult to further improve their accu-
racy and speed. In recent years, with the development of
deep learning research in the field of machine learning and
the accumulation of big data corpus, speech recognition
and evaluation technology has developed rapidly. Language
is an essential element in people’s daily communication.
Speech is also an essential means of information exchange
in people’s daily life and work. Clear speech expression can
further clarify the expression of information and further
simplify the main idea that people want to express. In addi-
tion, a large piece of relatively complex information can be

decomposed into different parts to help people better com-
municate and analyze [1]. But with the development of
information technology and Internet technology, the emer-
gence and development of speech recognition has gradually
changed the people’s living habits. By using intelligent ter-
minal, computer, intelligent wear equipment, speech recog-
nition can be realized. Speech recognition technology has
become one of the technical means of language communica-
tion in today’s society. How to better apply this technology
to assist people’s communication is the focus of research
[2]. Therefore, combining the principle of deep autoencoder
and deep learning algorithm, an English vocabulary and
English speech recognition model based on deep learning
algorithm is proposed, which focuses on the influence of
speech recognition framework on speech corpus.

Speech recognition technology was mainly divided into
the following stages. In 1950s, Audrey in AT&T Bell Labora-
tory was the prototype of speech recognition. In late 1960s
and early 1970s, it has a significant progress [3]. In late
1980s, it has a breakthrough. In early 1990s, many large com-
panies launched their own speech recognition apps. The
Audrey system, first developed at AT&T Bell Labs in the
1950s, was the first speech recognition system capable of
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recognizing 10 English digits. However, substantial progress
was made in the late 1960s and early 1970s [4]. The main rea-
son was the introduction of linear predictive coding plane
(LPC) technology and dynamic time warping (DTW) technol-
ogy, which could effectively solve the problem of feature
extraction and unequal length matching of speech signal.
Speaking skills at that time were generally based on the princi-
ple of template matching. And the name is limited to identify-
ing the difference between special people and small words. The
identification of specific population segregation based on ceps-
tral prediction andDTW techniques has been observed. At the
same time, vector quantization (VQ) and hidden Markov
model (HMM) theory were proposed [5].

In the late 1980s, lab speech recognition research
finally had a breakthrough. For the first time in the lab,
the barriers of large vocabulary, continuous speech, and
nonspecific people were by combining all three character-
istics in one system, typically Carnegie Mellon University’s
Sphinx system. It was the first high-performance nonspe-
cific large vocabulary continuous speech recognition sys-
tem. During this period, speech cognition research was
further understood, characterized by the use of HMM
models and neural network devices in speech cognition
[6]. Zhang et al. at AT&T Bell Labs evaluated the HMM
model for a wide range of applications. They engineered
the original difficult HMM pure mathematical model, so
that more researchers could understand it and make statis-
tical methods that will become the mainstream of speech
recognition technology. Statistical methods shifted
researchers’ attention from micro to macro. They no lon-
ger deliberately pursued refinement of speech features
but constructed the best speech recognition system more
from the overall average (statistical) perspective [7]. The
research on speech recognition in China started in the
1950s. The Institute of Acoustics of Chinese Academy of
Sciences began to conduct speech research. The real begin-
ning of speech recognition in China should be the gener-
ation of RTSRS(01), a speech recognition system which
used bandpass filter bank parameters and realized by Insti-
tute of Acoustics of Chinese Academy of Sciences in 1978.
In the 1980s, professors from Tsinghua University pro-
posed an implicit Markov model based on segment state
distribution, which effectively solved the pruning problem
of language identification in multilingual continuous rec-
ognition system [8]. In 2004, some scholars used HMM
and GMM to score Chinese pronunciation and tone,
respectively. Downhill Simplex Search optimized subsys-
tem parameters in order to achieve the same scoring stan-
dard consistent with Chinese experts. Fluent application
systems included FLUENCY of Language Technology
Research Institute of Carnegie Mellon University and
School of Information of Kyoto University in Japan. Some
institutions in China, such as PLASER at Hong Kong Uni-
versity of Science and Technology, Department of Elec-
tronic Engineering at Tsinghua University, Department
of Computer Science of Harbin Institute of Technology,
and the Department of Computer Science of Harbin Insti-
tute of Technology, have also made some significant prog-
ress in these researches. However, most researches in

China were to assist the learning of Chinese pronuncia-
tion [9].

2. Methods

2.1. Key Technologies of Deep Learning

2.1.1. Energy Probability Model. Introducing RBM into net-
work modeling is a breakthrough with theoretical guiding
significance for deep neural networks [10]. Using RBM as
an energy model, it is possible to model arbitrarily distrib-
uted data. The Boltzmann machine is a large class of neural
network models, but the most commonly used one in prac-
tice is the RBM. The RBM itself is simple, just a two-layer
neural network, so it is not strictly considered as a category
of deep learning. When the minimum energy of the overall
network is calculated iteratively, it means that the system is
in steady state at this time and the network parameters we
require are also the network parameters at this time.

2.1.2. Pretraining Layer by Layer. In the past, neural net-
works determined the initial value through random initiali-
zation, at which time the random option value was
required. It was often inconsistent with the actual situation,
so the final effect was not ideal [11]. With RBM, the model
is built in the middle of the two adjacent layers, and the
training is carried out layer by layer from bottom to top.
After several iterations, RBM enters a relatively stable state.
Each neuron in the visible layer is connected to all the neu-
rons in the hidden layer, but there is no connection between
the neurons in the same layer, and all the neurons have only
two output states. In this case, the hidden layer and the vis-
ible layer are equivalent to the same features in more than
one space in different expressions, so as to determine the ini-
tial value consistent with the weight of the actual situa-
tion [12].

2.1.3. Network Parallel Training. Considering that there are
several hidden layers in the deep neural network, each of
which has more than 1000 nodes, the number of relevant
parameters is likely to exceed 1 million. In such a large-
scale network, the time of data training will be greatly
extended without parallel processing. The BP neural net-
work is mainly composed of the input layer, the hidden
layer, and the output layer. The number of nodes in the
input and output layer is fixed. Whether it is a regression
or a classification task, choosing the appropriate number of
layers and the number of hidden layer nodes will affect the
performance of the neural network to a large extent. Parallel
processing can be completed by hardware or software. The
hardware method requires the support of GPU or distrib-
uted computing cluster. The software method means that
the parameters of data subset are updated by multithreading
and the updated results are unified at an appropriate time to
complete the parallel training of the network [13].

2.2. Encoder Category Based on Depth Theory

2.2.1. Deep Autoencoder. The input required by the deep
autoencoder is the original data feature. And the middle
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layer encoding feature is obtained by different hidden layer
encoding and the original input is reconstructed according
to the decoding. Autoencoder is a kind of neural network,
whose basic idea is to directly use one layer or more layer
of neural network to map the input data and get the output
vector. The model is shown in Figure 1. Network parameter
adjustment is mainly aimed at minimizing the mean square
error between original input and reconstructed input. The
calculation method of loss function is shown in
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In formula (1) and formula (2), the first term represents

average reconstruction error. The second term represents
regularization constraint term, aiming to prevent overfitting
[14]. m represents the amount of training data. W and b are

parameters of the encoder. xðiÞ and yðiÞ represent the original
input and reconstruction input in turn, and their relation-
ship is shown in

y ið Þ = hW,b x ið Þ
� �

: ð3Þ

2.2.2. Denoising Autoencoder. The training data required for
this encoder is random noise that is superimposed on the
raw data before providing it to the network (adding random
noise to input layer nodes or according to some probability
to make some input layer nodes 0). After the coding module
is used to obtain the coding representation of the middle
layer, the original data is reconstructed on the output layer
to obtain more prominent features in robustness. The origi-
nal data layer (the data in it is the raw data, without any pro-
cessing) is the original json format data, because the original
data has two kinds of data: start log and event log.

2.2.3. Sparse Autoencoder. Sparse autoencoder, another
important extension model of autoencoder, also has good
feature extraction performance. Sparse means that the hid-
den layer node has a high probability of 0 and sparse autoen-
coder is an unsupervised machine learning algorithm that
constantly adjusts the parameters of the autoencoder by cal-
culating the error between the autoencoding output and the
original input to finally train the model. Autoencoders can
be used to compress the input information and extract useful
input features, and its non-0 time is relatively short (there is
a long distance between it and 0; that is, it is in active state)
[15]. Research on the visual perception system of human
brain shows that the distribution of visual cortex cells in
V1 region is sparse after the human brain receives natural
image signals, even though only a few of them are activated
at the same time. The output state of the hidden layer of the
network is limited, so that the nodes of the hidden layer
enter the sparse state, and the average output of the nodes
of the hidden layer is equal to 0. In this way, the proportion
of active nodes is relatively small, and the homogeneity of
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Figure 1: Autoencoder model.
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Figure 2: Speech acquisition system module.
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the characteristics of the nodes of the hidden layer will not
occur [16]. The loss function of sparse autoencoder is shown
in

Jsparse W, bð Þ = J W, bð Þ + β〠
s2

j=1
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: ð4Þ

The first term of formula (4), which is the same as for-
mula (1), represents the size of reconstruction error. The
second term is KL distance, representing the gap between
the expected sparsity and the actual value, which can be cal-

culated by the following expression, as shown in
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�ρj represents the average output value of nodes at the
hidden layer, which satisfies
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2.3. System Framework Based on Deep Autoencoder
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Figure 3: User registration process.
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2.3.1. Experimental Corpus. The original data required in the
experiment are all from TIMIT speech data set. The full
name of TIMIT is The DARPA TIMIT Acoustic-Speech
Continuous Speech Corpus, which is collected and con-
structed by Texas Instruments, Massachusetts Institute of
Technology, and Stanford Research Institute. There are
6,300 sentences sampled at 16 kHz from eight different loca-
tions in the United States, and all sentences are manually
segmented and labeled.

2.3.2. Feature Preprocessing. In the process of extracting
high-level features, deep neural networks generally need to
receive acoustic features such as MFCC and Fbank. Because
of the copronunciation phenomenon, it is necessary to
extract digital features from images (or texts) for use by var-
ious models. Sometimes, you need to extract numerical fea-
tures from images (or text) for use by various models. Deep
learning models can be used not only for classification
regression but also for extract features. The trained model
is usually used to input pictures and output as extracted fea-
ture vectors. It is generally necessary to expand the short-
term features to obtain the superframe features carrying
context information. Original feature extraction is as follows:
according to the parameters of frame length 20ms and
frame shift 10ms, the 39-dimensional MFCC features (12-
dimensional output + 1-dimensional logarithmic energy
and their first- and second-order differences) are extracted
from the original speech through the HCopy file provided
by HTK. A voice sample in the data for detailed description
is selected. First, two text files should be created in the same
root directory, named YL. conf and YL. scp, respectively.
The former mainly writes parameters for MFCC extraction,
and the latter is the path of sample files and generated files.
The yangli.mfc file can be obtained in the same directory
after the extraction is successful. Since the file format cannot

be directly viewed, the HList tool can be used to convert it to
a txt file.

Data preprocessing is as follows: 5 frames are added
before and after the features obtained in the previous step
to obtain 11 consecutive superframe features. Then, the cep-
strum mean variance is normalized. The processed features
are input through the visibility layer as training samples of
the network model [17]. In the process of normalization of
each dimension of superframe feature, the two points cannot
be ignored. First, normalization can reduce the influence
caused by feature difference between channel and individual.
Second, Gauss-Bernoulli RBM model is selected in the pro-
cess of modeling the input layer and the first hidden layer
whose node states conform to Gaussian distribution. At this
time, the energy function is shown in
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After CMVN processing, input data distribution in for-
mula (7) satisfies

ai = 0,
σi = 1:
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The energy function is equivalent to
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2.3.3. Autoencoder Structure. The structure of the encoder
includes the number of hidden layers, the number of nodes
contained in each hidden layer, and the node type of each
hidden layer [18]. After many experiments, the deep autoen-
coder used in the study consists of seven layers, including an
input layer, an output layer, and five hidden layers, and the
number of nodes in each layer is 490 × 720 × 720 × 50 ×
720 × 720 × 490 [19].

2.3.4. Network Training Algorithm

(1) Gauss-Bernoulli RBM Training. Because the network
input has the speech cepstrum feature, the value is between
½−∞, +∞�, which is obviously different from the black
and white image signal. Gauss-Bernoulli RBM is often
selected as the input layer and the first hidden layer to build
the model. In practice, data preprocessing is needed to nor-
malize the input feature mean and variance. The first several
layers of the model are mainly divided into visible layer (490
Gauss nodes) and hidden layer (720 Bernoulli nodes). Here
is the training algorithm.

(1) Given a sample v of training data, the activation
probability of hidden layer node hj can be expressed
as shown in
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Figure 5: Query and download module flow.
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(2) Randomize the hidden layer node values obtained in
(1) to generate 0 and 1 activation states, and deduce
the visible layer input v′ according to the hidden
layer node states. For the linear visible layer element,
its reconstruction formula is expressed as

v′ =N bi + 〠
j∈hid

hjwij, 1
 !

ð11Þ

(3) The reconstructed visible layer state value v is used
as the input of RBM structure. The hidden layer
probability h is calculated again according to step (1)

(4) Update weight parameters according to formula
(12), where <: > is the average value of all samples
in each small batch and ε is the learning rate, as
shown in

Δwij = ε <vihj>−<vi′hj′>
� �

ð12Þ

The initialization parameters of the model are as follows:
the weight of the connection is set to a small value and the
node bias is set to 0. When each size is done, there are 256
minibatch models. Degrees are 0.01. The activation proba-
bility value of each node of the last training hidden layer
h1 is retained as the input data of visible layer of RBM in
the upper-middle layer of superposition structure [20].

(2) Bernoulli-Bernoulli RBM Training. The output value of
the hidden layer of the first Bernoulli-Bernoulli RBM model
is directly defined as the input value of the visible layer of the
next RBM, and then, the connection weight between h1 and
h2 of the hidden layer is continued to be trained. Compared
with Gauss-Bernoulli RBM, the training method is basically
similar, but the visible layer nodes obey Bernoulli distribu-
tion. Here, the hidden layer state is used to reconstruct the
visible layer, and the basic formula is shown in

p vi′= 1jh
� �

= σ bi + 〠
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(3) Network Parameter Tuning. After the initial model is
pretrained, network parameters need to be adjusted, usually
through backpropagation (BP) [21]. The sample overall loss

function can be written as shown in
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The first term of formula (14) is the mean square devia-

tion term, which reflects the degree of difference between
reconstruction and original input features. The second term
is added to avoid the overfitting problem, which is the so-
called regularization term. The contribution of the first and
second terms to the loss function can be balanced by increas-
ing the weight attenuation parameter λ. hW,bðxðiÞÞ represents
the reconstruction result obtained through the process of
coding and decoding the sample xðiÞ through the network.
The present invention provides a research on the recogni-
tion of English vocabulary and speech corpus based on a
deep learning algorithm, which comprehensively evaluates
the English pronunciation quality of the preset object
through the two different aspects of the English pronuncia-
tion and the English vocabulary, so that it can comprehen-
sively evaluate the English pronunciation quality of the
preset object. It can accurately evaluate the actual English
pronunciation accuracy and standard degree of the preset
object and give an objective and reliable pronunciation qual-
ity evaluation score accordingly, so as to effectively improve
the English pronunciation quality and improve the experi-
ence of learning English.

3. Results and Analysis

The design of the overall structure of the system is to reason-
ably divide the whole system into various functional modules,
so as to correctly handle the relationship between and within
modules, as well as the data connection between them, and
then to define the internal structure of each module [22].

3.1. Structural Design of the System. In the system, C/S sys-
tem architecture is used, including five function modules,
namely, user registration module, user administrator login
module, recording module, database maintenance module,
and query and download module (see Figure 2).

3.2. Detailed Design

3.2.1. System Module

(1) User Registration Module. The registration module real-
izes the user registration function and corresponds the
recording information with the account, which is convenient
for users to query and use in the future. Account number,
password, age, gender, Mandarin proficiency, and native
place will be written into the user information form as
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required. If the registration fails, the system prompts you to
review the registration information and returns to the regis-
tration page. Its functional flow chart is shown in Figure 3.

(2) User Administrator Login Module. The login module
ensures that users can log in to the system with legitimate
identities and obtain the recording information for easy
query and modification. First, the user fills in the account
number and password as parameters and passes them to

the server, which is compared with the information in the
user information table [23]. If the authentication fails, an
error message is displayed and the registration page is dis-
played. If the authentication succeeds, the user information
and permission are displayed. Its function flow chart is
shown in Figure 4.

(3) Recording Module. Recording module includes a record-
ing program. After the program receives the user’s request,
according to the user’s choice, the corresponding recording
text is selected. The second step is to initialize the recording
device on the machine and start recording. After the record-
ing is complete, the user information, recording files, and
text information are sent back to the server as parameters,
and the save program is invoked for further processing.

(4) Database Maintenance Module. Database maintenance
module is used to operate the database for administrators.
The client provides an exchange interface, which is conve-
nient for administrators to log in so as to manage and audit
the user, corpus text, waveform files, and annotated files.
The first step is to identity verification to see whether they
have the authority to manage the database. After passing
the verification, they can operate and manage the database
and save the process of modifying information.

(5) Query and Download Module. The user sends a query
request to confirm the user permission. Then, the query
information input by users (articulator attributes, corpus
text keywords, waveform file numbers, etc.) is transferred
to the server as parameters. And the server returns the query
result, and the user can select the corresponding file accord-
ing to the returned result for download. Its function flow
chart is shown in Figure 5.

3.2.2. The Conceptual Design of Database. The goal of the
conceptual design is to accurately describe the information
schema of the application domain and support the various
applications of the user, so that it is easy to transform into
database logic schema and easy to understand by the user.
The typical method of conceptual model design is E-R
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method. A diagram is composed of three parts, including
entity, attribute, and connection. According to the require-
ment analysis of the system function and database described
above, the E-R diagram of the system can be obtained, as
shown in Figures 6–10.

3.2.3. System Implementation

(1) Implementation of Landing Module. In the process of sys-
tem design, no matter if it is divided into several modules
and different modules, its operators are different. The foun-
dation of any successful application’s security policy is a
robust means of authentication and permission control and
secure communications that provide data integrity and con-
fidentiality. The design of login module is mainly to verify
the correctness of user account and password.

(2) Implementation of Registration Module. It is mainly used
for the personal information of registered users. Each user
can view and modify their own information, as well as refer
to previous personal recording records.

(3) Implementation of Recording Module. The first step is to
initialize the recording device on the local device, and then,
start recording after the user selects the corresponding text.
After recording, the recording file is saved to the server.

(4) Implementation of Language Library Maintenance Mod-
ule. It is mainly to achieve the management of the database,
including the management of users, corpus text, waveform
file management, and labeling file management.

(5) Implementation of Query and Download Module.
Through the search function, users can find the correspond-
ing text corpus, waveform files, and annotated files and
download the required files.

Taking the tagging of speech corpus as an example, a com-
plete speech corpus should not only contain original speech
data and corresponding pronunciation text but also corre-
sponding label files. In order to improve the utilization value
of speech corpus, the key is to label the speech corpus
completely. Corpus refers to a large-scale electronic text
library scientifically sampled and processed. With the help of
computer analysis tools, researchers can carry out relevant
language theory and applied research. The label process of
speech corpus is a process of language knowledge formaliza-
tion. The label quality and depth of the speech corpus directly
affect the accuracy and richness of information mined from
the speech corpus and determine the availability and value of
the speech corpus to a great extent. Based on statistical princi-
ples, we can find the habitual collocation of language, and the
corpus can help us to better master the language. Is the tool for
our research and collocation. A complete label system is a very
important part of corpus construction, and the complete label
includes segmenting and prosodic label. The so-called English
phonetic segment annotation is to segment each phonetic unit
(sentence, word, character, syllable, consonant, and vowels) in
a continuous speech stream and describe their timbre charac-

teristics, mainly including vowels, consonants, and combina-
tions of vowels and vowels, vowels and consonants, and
consonants and consonants.

A GMM-HMM acoustic model is simultaneously trained
on HTK platform for the two features (unsupervised and
supervised) and MFCC features obtained through deep
autoencoder model training. The recognition accuracy of
words and sentences is used as the experimental comparison
results, as shown in Figure 11.

4. Conclusions

As one of the hottest research fields at present and in the
future, deep learning has achieved good results in the field
of speech recognition. The performance of speech recogni-
tion system often directly affects the effect experience of
most intelligent systems, so the future development direc-
tion must be to combine the two technologies to promote
mutual progress. Based on the theory of deep learning, the
research comprehensively discusses the application value
and effect of deep learning model in the field of speech rec-
ognition, starting from speech feature extraction and acous-
tic modeling.

(1) Taking acoustic feature extraction as the research
object, the research work was carried out based on
the deep autoencoder model. Deep autoencoders
belonged to multilayer network model and were
widely used in data dimension reduction and feature
extraction based on unsupervised training. The
research focused on the analysis of the deep learning
model from the perspectives of feature data prepro-
cessing, model structure, and network training
parameters. The automatic encoder was established
based on the speech features in MATLAB platform
to extract the new speech features from the original
MFCC features. Finally, HTK recognition tool was
used to test and verify the TIMIT English speech
corpus. Compared with the original situation, the
new features extracted from the unsupervised and
supervised training improved the English word rec-
ognition rate by 1.64% and 2.86% and the English
sentence recognition rate by 2.55% and 6.53%,
respectively

(2) Taking acoustic modeling as the research object, the
research work was carried out based on DNN-
HMM. As a discriminative model, deep neural net-
work was applied in the field of acoustic modeling.
It relied on the output layer to represent the HMM
state output probability. And with the help of its
own network structure, it could meet the require-
ments of complex feature modeling. It replaced the
original GMM model and combined with HMM to
obtain the acoustic model based on DNN-HMM.
The acoustic models based on the GMM-HMM
and DNN-HMM were modeled by Kaldi speech rec-
ognition system platform. Finally, experiments on
TIMIT speech corpus prove that compared with
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the GMM-HMM model, the English word recogni-
tion error rate and sentence recognition error rate
of DNN-HMM model were reduced by 30.3% and
17.2%, respectively

Currently, with the rapid development of computer
technology, English vocabulary and speech corpus recog-
nition technology have also obtained the rapid develop-
ment. And there are more and more technologies
applied to the actual products, such as speech input sys-
tem and computer assisted language learning system.
Products are constantly emerging, which provides supe-
rior service for the people. For an excellent speech syn-
thesis and recognition system, a speech corpus with high
information content and low redundancy is essential. It
can be seen that speech corpus plays an important role
in speech recognition, speech synthesis, and other areas
of speech research.

In the research, an English vocabulary and speech corpus
was proposed and built to expand the sources of speech cor-
pus and improve the efficiency of English vocabulary and
speech corpus recognition and synthesis system construc-
tion. The following work were mainly completed.

(1) For English vocabulary and speech corpus selection,
the original corpus text was automatically down-
loaded from the Internet firstly, and then, the greedy
algorithm was used to screen the original corpus
(based on high frequency words and three-tone
words), and the final recorded corpus text was
obtained

(2) For speech recording and corpus management sys-
tem, the recording module working process and the
design idea were described in detail. And the speech
database management system was implemented,
which was convenient for user to operate text, audio
files, and tagging corpus query and download files.
The recording work was tested, and the English
vocabulary and speech corpus was established

(3) For speech file label, the speech corpus label stan-
dards and guidelines for corpus label in the United
States were introduced. And then, preliminary
speech label files were automatically generated by
the program without alignment, which could effec-
tively reduce the workload. And then through the
software, the manual alignment work was performed
and the final label files were obtained
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The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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