
Research Article
An Improved Harmony Search Approach for Block Placement for
VLSI Design Automation

Shaik Karimullah ,1 D. Vishnuvardhan,1 Muhammad Arif ,2 Vinit Kumar Gunjan,3

Fahimuddin Shaik ,4 and Kazy Noor-e-alam Siddiquee 5

1Department of Electronics and Communication Engineering, JNTUA Ananthapuramu, Andhra Pradesh, India
2Department of Computer Science and Information Technology, University of Lahore, Pakistan
3Department of Computer Science and Engineering, CMR Institute of Technology Hyderabad, India
4Department of Electronics and Communication Engineering, Annamacharya Institute of Technology & Sciences, Rajampet, India
5Department of Computer Science and Engineering, University of Science and Technology, Chittagong, Bangladesh

Correspondence should be addressed to Kazy Noor-e-alam Siddiquee; knas11@gmail.com

Received 1 March 2022; Revised 30 March 2022; Accepted 7 April 2022; Published 29 April 2022

Academic Editor: Nawab Muhammad Faseeh Qureshi

Copyright © 2022 Shaik Karimullah et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

The technology grows quickly in the area of the VLSI physical design; it is crucial to integrate the greater number of transistors
and parts into a very small range. Before the placement is completed, the physical and technical positioning of the blocks in the
chip area is planned, which is nothing but floor planning. In order to lessen the placement region in the physical layout, floor
planning must be carried out effectively. This paper proposes a blended harmony search and particle swarm optimization
(BHSPS) algorithm which is the deliberate blend of the harmony search (HS) algorithm, and the particle swarm optimization
(PSO) algorithm is proposed to acquire the central goal of the VLSI placement strategy. The objective here is to lessen the field of
plan. The MATLAB code for the blended harmony search and particle swarm optimization (BHSPS) algorithm is compiled, and
investigations were carried out for better examination through the standard MCNC, i.e., North Carolina Microelectronics Center
benchmark circuits.

1. Introduction

As the demand for the new technology is growing on the
market, the IC design sector has conducted more study,
which in turn makes the VLSI design established with more
composite, more reliable, more compact, and better results.
The IC architectural design has been much more complex
as there are countless numbers of transistors in one chip.
For hierarchical, building block design methodology, floor
planning is a more complicated approach to the abovemen-
tioned problem, which is an important design phase. As the
size of the circuit increases, the space of the solution also
increases, rendering the global solution hard to understand
[1]. After partitioning, in the next step, called floor planning,
the complex circuit is split into smaller circuits.

The BHSPS algorithm is used to optimize the chip area
and routing wirelength during the placement of macro-
blocks. The IHS algorithm was developed by integrating
the best characteristics of the harmony search algorithm
and the nature-inspired particle swarm optimization algo-
rithm. The integration of the harmony search (HS) and par-
ticle swarm optimization (PSO) algorithms yields the BHSPS
algorithm. The hybridization is accomplished by the use of a
forward-cascading approach between the harmony search
(HS) algorithm and the particle swarm optimization (PSO)
algorithm. Because of their separate greatest performances,
HS and PSO have been combined. HS is a highly fast algo-
rithm that provides results quickly, but PSO has a sluggish
convergence rate but can produce virtually superior answers.
The Improved harmony search (IHS) algorithm is presented
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for the purpose of floor planning in VLSI physical design
automation to obtain required performance while maintain-
ing both speed and accuracy.

In order to condense the total unused area in the plan of
a circuit and to minimize the total space of the chip used by
the circuit, it is used to calculate the relative positions of the
various modules in each subcircuit. A variety of stages in the
physical design of ICs are partitioning, floor planning, posi-
tioning, routing, and compaction. In the manufacture of ICs,
the VLSI design process is an important factor.

Placement is a crucial step in the automation of the elec-
tronic design, part of the physical design flow that assigns
accurate locations within the chip main area for various cir-
cuit components [2, 3]. A lower positioning job can also
make it unproduced by producing an excessive wire length
beyond available routing resources in relation to influencing
the effectiveness of the chip. Thus, a placer must perform the
task in order for a system to satisfy its performance require-
ments by optimizing a number of goals. Optimization is a
fully complete, functional, or efficient action, process, or
methodology to make something (as design, system, or deci-
sion), specifically mathematical procedures (as a function
maximum) engaged here [4, 5]. It is an area of applied math-
ematics whose principles and techniques are applied in fields
including physics, biology, engineering, and economics to
resolve quantitative issues. The same mathematical instru-
ments can be used to resolve questions concerning maximiz-
ing or minimizing features in multiple fields.

Harmonic search is a music improvement metaheuristic
algorithm [6]. The conviction that music is looking for an
ideal state motivated the perception. This agreement in
music is closely resembling optimality in an enhancement
cycle. The journey technique for enhancement can be con-
trasted with a jazz performer’s unplanned creation process
[7–9]. From one viewpoint, the ideal agreement is indicated
by the standard of sound style. A performer consistently
needs to make a totally agreeable bit of music. Both
procedures are designed to deliver the good or best. Such
similarities between two procedures can be used by learning
from one another for the development of fresh algorithms
[10, 11]. Harmony search’s best example is to transform
the qualitative improvisation into some quantitative laws
by the invention and thus the loveliness and coherence of
music into a method of optimization by finding a perfect
harmony, namely, a harmony search [12, 13].

2. Related Work

As VLSI advances have grown, new plan patterns have
showed up. Due to component size and sign defer cutback,
throughout 80% of the total chip area, all-out time postpone
now compares to interconnection delays. In this specific
circumstance, the arrangement is becoming progressively
significant and new strategies are required [14]. The funda-
mental bit of the scope of transformative strategies is that
they give a bunch of elective answers for equal registering.
They are an amazing asset for beating nearby optima [15].
One answer for the VLSI position is particle swarm optimi-

zation [16]. This methodology is exceptionally viable at the
underlying situation stage.

In [17], the authors projected a developmental calcula-
tion known as craziness-based PSO for streamlining the
floor arranging of a VLSI chip. It was utilized to accelerate
nearby inquiries and improve the exactness of the arrange-
ment. The fundamental goal of floor arranging advancement
is to limit the chip zone and the total wirelength. In [18],
authors zeroed in on the multitarget bat calculation
(MOBA), a naturally roused metaheuristic spasm, and effec-
tively utilized it to recover the floor arranging in the VLSI
plan. The calculation’s key thought is to mimic bats’ echolo-
cation capacities to advance the situation. The spot meant
was considered as a multiobjective optimization (MOO)
issue, wherein equivalent significance was given to wire-
length reduction and deduction of dead space.

To progress the nature of a VLSI execution, [19] proposed
another temp-vulnerability detailing during the clock-tree
amalgamation measure called stochastic perturbation-based
clock streamlining (SPECO). The examination considers the
impact of a chip’s temperature deviation on the synchroniza-
tion quality, which thus affects the speed of present-day VLSI
chips. Exploratory outcomes demonstrated a critical decrease
in the dephasing and computational convolution. To improve
the nature of a VLSI usage, Basir-Kazeruni proposed another
temperature-vulnerability plan during the clock-tree combina-
tionmeasure called stochastic annoyance-based clock enhance-
ment (SPECO). The examination considers the impact of a
chip’s temperature variation on the synchronization quality,
which thus affects the speed of the current VLSI chips. Explor-
atory outcomes indicated a critical decrease in the dephasing
and computational multifaceted nature.

The outcomes indicated that the new algorithm stayed
away from the low combination rate in the underlying phase
of an essential subterranean insect province framework. The
proficiency of the forbidden subterranean insect province
framework improved by around 16.667%, compared to
accessible methodologies. In addition, it adequately dodged
nearby optima. The proposed calculation included consoli-
dating a populace search-based improvement approach,
explicitly, PSO, and a nearby inquiry-based strategy. Albeit
and his fellow researchers have attempted for the improve-
ment of the VLSI situation by developing new calculations
and procedures; the high-computational algorithms compli-
cated the natural issue and have not been addressed for a
solution. In [19], researchers zeroed in on the idea of
MOO while mechanizing the arrangement in a simple coor-
dinated circuit format plan. An inventive file-based multiob-
jective mimicked tempering calculation, working over an
outright portrayal, is proposed to upgrade the position of
every nearness gathering. Rather than conventional single-
target arrangement draws near, the subsequent Pareto fronts
compromises between the streamlining destinations of each
gathering, are consolidated, through the plan progressive
system, until a last front is achieved. Thus, the unpredictabil-
ity is decreased and split over different executions of the
enhancement portion with less plan factors is attained.

It has been introduced in a work called PASSIOT [18],
another approach for multiobjective and improved synthesis
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of simple circuits, in light of figuring Sobol’s lists for the vec-
tors of their variable boundaries. PASSIOT was reenacted uti-
lizing genuine streamlining capacities and was demonstrated
serious regarding runtime and arrangement quality. In [18],
to improve productivity in a multiobjective thermally mindful
nonslicing floor arranging strategy, a versatile hybrid-memetic
calculation was introduced to upgrade the zone, complete wir-
elength, and most extreme and normal temperatures of a chip.
In the proposed calculation in [19], a hereditary inquiry calcu-
lation is utilized as a worldwide hunt strategy to investigate the
pursuit space however much as could be expected. An
adjusted reproduced strengthening search calculation is
utilized as a nearby hunt strategy to misuse the data in the
inquiry. The worldwide investigation and neighborhood
manipulation are adjusted by a passing likelihood system.
Trial results on standard test benchmarks demonstrated that
the proposed calculation effectively got floor plans, while
diminishing the normal and highpoint temperatures.

3. Objective of the Work

Placement is a significant issue in the design automation of
very big integrated circuits (VLSI) as it governs the
efficiency, size and output of VLSI circuits as well as their
reliability. VLSI placement is a NP-hard problem from the
computer point of perspective. The current integrating strat-
egy with extremely enormous scopes depends on fixed-line
situating impediments with the point of the restrictive
region and wire length between the modules. One of the
most significant strides in the physical format of the VLSI
circuits is the position of a progression of rectangular circuit
modules to lessen the complete locale of the association and
the greatest interfacing wire length. Many of the modules are
not yet fully developed and are often flexible when putting
circuit modules (or macro cells) into shape. A circuit module
consisting of twelve parts can be placed in a row of twelve
components, 2 rows of 5, 3 rows of 8, etc., offering the floor
plan designer a choice of conceivable shapes in that module.

Consider an area R with width X and stature Y and a lot
of modules M = fm1,m2,m3,⋯,mng in which module mi is
a rectangular square with a fixed width Xa, tallness Yi, and a
net rundown N l indicating interconnections between
modules in M; the issue is to discover a pressing of all
modules in the rectangular locale R, so they meet the accom-
panying conditions:

(1) The module cannot be associated diagonally; it must
be parallel to the axis of the coordinate

(2) It is not permitted to overlap one module with any
other module

(3) Modules shall be placed within the region R

(4) Any module can be rotated 90° prior to placing

4. Proposed Methodology

4.1. Improved Harmony Search Algorithm-Blended Harmony
Search and Particle Swarm Optimization (BHSPS) Algorithm.

To optimize the overall placement area routing wirelength
and congestion density, it is required to have optimized archi-
tecture which was achieved by using the IHS algorithm. To
upgrade the exhibition and the viability of the calculations,
the successful way is attempted and trying the technique for
hybridization between them. The blended harmony search
and particle swarm optimization (BHSPS) algorithm is gotten
by the hybridization of the harmony search (HS) algorithm
and particle swarm optimization (PSO). The hybridization is
finished with the work of falling strategy between the harmony
search (HS) algorithm and particle swarm optimization
(PSO); the falling is done the forward way. HS and PSO are
amalgamated because of their individual performances at their
best; HS is a very fast algorithm and produces results at a rapid
pace whereas PSO has a slow convergence rate and it can pro-
duce nearly better solutions. To maintain both speed and
accuracy, the BHSPS algorithm is proposed for the purpose
of floor planning in VLSI physical design automation to
achieve the desired performance. To optimize the overall
placement area routing wirelength and congestion density, it
is required to have the optimized architecture which was
achieved by using the BHSPS algorithm. The IHS algorithm
provides a much optimized architecture with a minimum chip
area and optimum routing wirelength.

4.2. Process Flow of the BHSPS Algorithm. Figure 1 repre-
sents the operational flow of the blended harmony search
and particle swarm optimization (BHSPS) algorithm. The
algorithm actually comprises of two stages, i.e., operation
and simulation. In the first stage, the initial algorithm which
is a harmony search (HS) algorithm will be coded and sim-
ulated. The HS algorithm will run as per the given parame-
ters like the harmony memory consideration rate (HMCR),
pitch adjustment rate (PAR), and band width (BW), and
produce the optimal solutions after the required number of
iterations, when the stopping criterion is reached. Then,
the operation of the first stage will be completed and exe-
cuted. After the computation of the first stage, the second
stage of operation will come into play. The obtained solu-
tions from the first stage will be given as the inputs to the
second stage. In the second phase of the blended harmony
search and particle swarm optimization algorithm (BHSPS),
the standard PSO algorithm will run to get better results
than the individual algorithms. HS and PSO will run one
after the other in a cascading structure to produce fruitful
results. The proposed algorithm is expected to overcome
the drawbacks of individual algorithms with its accuracy
and desired performance. The novelty of the algorithm lies
in its step by step implementation with hybridization of
two algorithms using cascading technique and allows stan-
dard BMC architectures for the compilation and evaluation
of desired VLSI parameters.

4.3. Stages in Blended Harmony Search and Particle Swarm
Optimization (BHSPS) Algorithm. The step-by-step proce-
dure of the BHSPS algorithm is noted as follows:

(1) Initialize the memory of the harmony

(2) Set HMCR, PAR, and bandwidth parameters
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(3) Simulate the algorithm for looking for peace

(4) The abovementioned algorithm solutions are given
to the particle swarm optimization (PSO) algorithm
as initial values

(5) More optimal solutions will be produced and run by
PSO

(6) Until the best solution is found, the process will
continue

4.4. HS (Harmony Search) Algorithm. The harmony search
(HS) technique is a suggested by Geem et al. for metaheuris-
tic optimization. It imitates the process of musical improvi-
sation in which musicians attempt to discover perfect
harmony in an orchestra or band with the help of musical
improvisations. Once musicians compose harmonies, the
music combos stored in their memory usually try to vary.
This algorithmic program was intended to imitate the way
that a musician utilizes memory and therefore past experi-
ences that lead to the note that once they have lived along-
side the opposites, it leads to the most pleasant harmony.
HS is easy to implement and can be easily used to resolve
almost any disadvantage which can be designed because an
objective is reduced or maximized. The process for discover-

ing optimal or near-optimal alternatives for the tangle is
used to conduct such financial exploration for the best state
of harmony. A replacement resolution is temporary by 3
exploitation rules. They are

(1) Memory consideration

(2) Pitch adjustment

(3) Random selection

The HS algorithm main control parameters are

(1) Harmony memory (HM)

(2) Harmony memory size (HMS)

(3) Harmony memory considering rate (HMCR)

(4) Pitch adjustment rate (PAR)

(5) Bandwidth (BW)

4.5. Flowchart of the Harmony Search Algorithm. The flow-
chart of the harmony search algorithm is shown as follows:

Figure 2 signifies the typical flowchart of HSA by the
process of which the procedure starts and also ends. At the
start, the underlying congruity memory is produced depen-
dent on the region of use. At the same time, the boundaries
of concordance search are characterized. They incorporate

INITIALIZE PARAMETERS FOR HS

UPDATE MEMORY VALUES

SIMULATE HS

START

INITIALIZE PARAMETERS OF PSO

OPTIMAL SOLUTION

CONVERGENCE CRITERIA

GET FINAL SOLUTION

TERMINATION
CONDITION?

TERMINATION
CONDITION?

YES

NO

YES

NO

Figure 1: Process flow of the IHS algorithm.

INITIALIZE PARAMETERS FOR HS

UPDATE MEMORY VALUES

OPTIMAL SOLUTION

TERMINATION
CONDITION?

START

NO

YES

Figure 2: Flowchart of HS.

Table 1: The reference characteristic values of standard MCNCBM
circuits.

BM circuit Standard area Number of cells Number of nets

APTE 46.5616 9 97

XEROX 19.3503 10 203

HP 08.8301 11 83

AMI33 1.1564 33 123

AMI49 35.4454 49 408
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the pitch adjustment rate (PAR) and the consideration rate
for harmony memory (HMCR). An irregular number is cho-
sen as a major aspect of a particular cycle. In the event that
the arbitrary number is lower than the HMCR, at that point,
arbitrarily select a current symphonious, and in the event
that a similar irregular number is higher than the PAR, at
that point, haphazardly change the pitch inside cutoff points;
in any case, randomization would produce new music. The
cycle will be proceeded until the halting measure is arrived
at, that is, until the group of perfect harmony.

4.6. Step by Step Procedure of the Harmony Search Algorithm

4.6.1. Stage 1: Initialization of the HS (HM) Memory. The
initial HS (HM) consists of a number of arbitrary grades to
the problems of optimization being considered.

4.6.2. Stage 2: Improvement of the HM’s New Arrangement.
In view of the HMCR, each part of this arrangement is
acquired. The HMCR is considered as the likelihood that a
segment will be chosen from the current HM individuals,
and henceforth, 1-HMCR is the likelihood of getting it
haphazardly.

4.6.3. Stage 3: Now, Updating Your HM (HS). The new phase
2 arrangement is being tried. In the event that it conveys
preferable wellness over the HM’s most noticeably terrible
part, it will supplant it. Else, it will be dropped.

4.6.4. Stage 4. Now, repeat stages 2 and 3 until being in
accordance with a predetermined termination condition.

4.7. Definition of Harmony Search Algorithm Parameters. In
the HS Algorithm, the utilization of harmony memory is

350

0 1000 2000 3000 4000 5000
APTE BENCHMARK

X-axis
in mm

Y-axis
in mm

6 4

9

5

28

3

1

6000 7000 8000 9000 1000

700
1050
1400
1750
2100
2450
2800
3150
3500
3850
4200
4550
4900

OBTAINED AREA = 46.73mm2

WIRELENGTH = 249mm
DEADSPACE = 0.36%

Figure 3: Result of BMC APTE.

400

800

1200

1600

2000

2400

2800

3200

3600

0 400 800 1200 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000
XEROX BENCHMARK

X-axis
in mm

Y-axis
in mm

OBTAINED AREA = 19.62 mm2

WIRELENGTH = 458 mm
DEADSPACE = 1.37%

4

1 5

6

3

9

7

2

10
8

Figure 4: Result of BMC XEROX.

5Wireless Communications and Mobile Computing



significant and best harmonies will be moved to new harmony
memory. It is normally apportioned as a variable called the har-
mony memory consideration rate (HMCR) to utilize this
memory all the more proficiently. In the event that HMCR is
low, just not many of the best harmonies will be chosen and
it can unite too gradually. On the off chance that HMCR is very
high, practically, all the harmonies are utilized in the memory
of the congruity, bringing about some unacceptable arrange-

ments because of different harmonies being not all around
investigated. HMCR ordinarily differs from 0.7 to 0.95. In this
work, HMCR can be considered as 0.9 for better performance
of the algorithm over floor planning. Pitch change is controlled
by the pitch bandwidth (BW) and pitch adjusting rate (PAR).
PAR is allocated to control the level of change, and it for the
most part goes from 0.1 to 0.7. Standard is considered as 0.3
and BW as 0.1 for the efficient working of the process.
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5. Results and Discussion

In this paper, all BMC-optimized architectures are generated
with the application of the IHS algorithm simulated for 1000
iterations. The optimized result for placement of cells/blocks
can be observed by running the MATLAB code with the help
of the proposed algorithm with reference to the standard
values of MCNCBM circuits. Table 1 shows the reference
characteristic values of standard MCNCBM circuits.

The results of the blended harmony search and particle
swarm optimization (BHSPS) algorithm to attain better
optimized placement results are shown as follows:

Figure 3 indicates the simulation output for the bench-
mark APTE with 9 cells placed with the help of the blended
harmony search and particle swarm optimization (BHSPS)
algorithm. This provides outcome values for an ideal area
of 45.56mm2 and a simulated area with BHSPS of
46.73mm2. The ideal area refers to the standard value of
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Table 2: Simulation results using GA.

S. no Benchmark circuit No. of cells Standard area (mm2) Obtained area (mm2) Wire length (mm)

1 APTE 9 46.56 48.21 433

2 XEROX 10 19.35 21.67 989

3 Hp 11 08.83 11.55 184

4 ami33 33 1.15 1.87 198

5 ami49 49 35.44 68.6 4477

Table 3: Simulation results using HSA.

S. no Benchmark circuit No. of cells Standard area (mm2) Obtained area (mm2) Wire length (mm)

1 APTE 9 46.56 47.40 379

2 XEROX 10 19.35 22.95 913

3 Hp 11 08.83 10.82 142

4 ami33 33 1.15 1.82 197

5 ami49 49 35.44 66.49 3990
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the benchmark whereas the simulated area refers to the area
occupied after application of the optimization algorithm.

Figure 4 indicates the simulation output for the Bench-
mark XEROXwith 10 cells placed with the help of the blended
harmony search and particle swarm optimization (BHSPS)
algorithm. This has given an ideal area of 18.355mm2 and a
simulated the area with BHSPS of 19.62mm2.

Figure 5 indicates the simulation output for the bench-
mark HP with 11 cells placed with the help of the blended
harmony search and particle swarm optimization (BHSPS)
algorithm. This has given an ideal area of 8.983mm2 and a
simulated area with BHSPS of 9.05mm2.

Figure 6 indicates the simulation output for the bench-
mark AMI33 with 33 cells placed with the help of the
blended harmony search and particle swarm optimization
(BHSPS) algorithm. This has given an ideal area of
1.115mm2 and a simulated area with BHSPS of 1.19mm2.

Figure 7 indicates the simulation output for the bench-
mark AMI49 with 49 cells placed with the help of the
blended harmony search and particle swarm optimization
(BHSPS) algorithm. This has given an ideal area of
35.144mm2 and a simulated area with BHSPS of 36.54mm2.

The abovementioned results show the prearrangement
of modules between length pivot and even the way and
width hub vertical way for the predefined MCNCB circuit.
Figure 3 is specifically exhibiting the floorplan of nine mod-
ules (APTE) between the characterized x-hub course and y
-hub bearing which is gotten in the wake of running the sep-
arate MATLAB code for a conceivable number of emphases,
the improved placement with the usage of the blended har-
mony search and particle swarm optimization (BHSPS)
algorithm. Similarly, Figures 4–7 represent the floorplans
of 33 modules (AMI33), 49 modules (AMI49), and 10 mod-
ules (XEROX), respectively.

The block placement by means of the genetic algorithm
is carried out on the MCNC benchmark circuit standards
yielding area and wirelength along with the fitness function

as provided in Table 2. The comparison of the obtained
genetic algorithm values with the standard values is men-
tioned in Table 1. It is observed that the obtained area is bet-
ter in comparison to standard values. Here, the fitness
function is obtained by taking the area and wirelength into
consideration. Here, the better area does not mean the high-
est in block placement; it means the optimal value with
respect to the available chip area corresponding to the avail-
able wirelength. The fitness function is referred as a certain
sort of objective function which summarizes the entire per-
formance as a single parameter of significance to achieve
optimal design solution. The fitness function values pro-
vided for each benchmark circuit convey how fit the solution
is with respective the standard number of cells and also
number of nets. It can be notified that with the genetic algo-
rithm, the XEROX benchmark circuit has the highest fitness
function which indicates the closeness of the solution
towards the overall specification of the desired solution.

The MCNC Benchmark circuits have also been evaluated
by the harmonic search algorithm for block placement; the
area and wirelength along with the fitness function are pre-
sented in Table 3. It can be observed that the obtained area
is having an optimal value when compared with standard
values for the corresponding benchmark circuits. Here, the
fitness function values obtained in consideration with the
area and wirelength are better for APTE and HP, indicating
the fit element of optimal solution in solving the block place-
ment problem of the work. While dealing with fitness func-
tion values, it shall be kept in mind that there is no hard and
fast rule of a certain value of the concerned parameters such
as the area and wirelength.

Further, the particle swarm optimization algorithm has
been investigated for block placement on MCNC benchmark
circuits; the obtained area and the corresponding wirelength
values along with fitness function values are provided in
Table 4. In comparison, the obtained area has optimal values
with respect to the standard values. The fitness function

Table 4: Simulation results using PSO.

S. no Benchmark circuit No. of cells Standard area (mm2) Obtained area (mm2) Wire length (mm)

1 APTE 9 46.56 48.43 376

2 XEROX 10 19.35 20.96 897

3 Hp 11 08.83 10.5 134

4 ami33 33 1.15 1.66 190

5 ami49 49 35.44 47.02 3377

Table 5: Simulation results using the blended harmony search and particle swarm optimization algorithm.

S. no Benchmark circuit No. of cells Standard area (mm2) Obtained area (mm2) Wire length (mm) Dead space (%)

1 APTE 9 46.56 46.73 249 0.36

2 XEROX 10 19.35 19.62 458 1.37

3 Hp 11 08.83 9.05 148 2.43

4 ami33 33 1.15 1.19 48.36 3.36

5 ami49 49 35.44 36.54 678 3.01
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proves to be an optimal value for the HP benchmark circuit
with the value of 0.25 where the area improvement is
observed to be 18%. In particle swarm optimization, the par-
ticles are arranged randomly by promoting the value
obtained for fitness function with respect to the best value
of the individual particle and the best value of position of
the entire swarm correspondingly, in order to obtain an
optimal solution.

After a certain series of investigations carried out based
on the genetic algorithm, the harmonic algorithm, and par-
ticle swarm algorithm as provided in the previous chapter,
now, the computation is carried out based upon the blended
algorithms. The choosing of blending is purely based upon
the fitness function, as the particle swarm optimization has
a leading edge with respect to the genetic harmonic algo-
rithm for the benchmark circuits during block placement;
the particle swarm optimization algorithm is blended with
the harmonic algorithm; it leads to the blended harmony
search and particle swarm optimization (BHSPS) algorithm.

As particle swarm optimization has provided the
best values, further, a blended algorithm referred as
BHSPS—blended harmony search and particle swarm opti-
mization—algorithm combining both harmony search and
particle swarm optimization algorithms has been evaluated
for MCNC benchmark circuits and the results are tabulated
in Table 5.

After comparing the proposed method with the carried
out previousmethods in our experimentation, now, a compar-
ison of the area is carried out with the related works in the
literature which is tabulated in Table 6. The methods such as
B∗ tree, hybrid genetic algorithm (HGA), stochastic-based
simulated annealing algorithm (SSAA), harmony search
(HS), hybrid particle swarm optimization harmony search
(HPSOHS), binary particle swarm optimization (BPSO), and
order-based simulated annealing (OBSA) have provided the
area output values as mentioned in Table 6 for various bench-
mark circuits which are compared at the end with the
proposed BHSPS algorithm. It can be observed that the pro-
posed method has yielded the optimal area values.

6. Conclusion and Future Enhancements

This paper carries out a BHSPS algorithm which is proposed
for the advancement of the area utilizing automation in the
VLSI circuit design. Through this calculation, we can
undoubtedly achieve that the proposed method is quick at
the assessment of the territory contrasted with other
improvement procedures like PSO and HS, and further-
more, it establishes a smaller number of stages and steps.

This technique is helpful for designing VLSI ICs with less
space and fast operation with the help of artificial intelli-
gence and data science. The proposed algorithm can esti-
mate performance parameters like the area, wirelength, and
dead space but not cover the characteristics like the power
required, clock speed, and compatibility. As an end, the opti-
mized placement region got through this strategy and we
can contrast it and the standard zone of MCNC BM circuits.
The solid examination tends to be reasoned that the pro-
posed calculation is effective in accomplishing the objective
and goal of optimizing placement accordingly delivering bet-
ter foundation for the VLSI design. With the execution of
this proposed calculation, an extensive decrease of the dead
space is accomplished along these lines making it more sig-
nificant in different uses of examination in the territory of
VLSI plan. The proposed technique can be used to estimate
the area, wirelength, and dead space for any other architec-
tures and also helpful for analyzing the reduction of the area
and operational time of the chip.
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