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In recent years, vocal music is becoming more and more important to daily life, which can cultivate emotion and adjust pressure,
but at present, vocal music teaching is faced with an increasingly serious shortage of teacher resources. Therefore, it is particularly
important to develop a vocal music teaching system using the computer-aided teaching function. First, the algorithm flow of the
system is designed in detail according to the principle of computer neural network technology, the performance characteristics of
vocal music are extracted by using Fourier transform and its improved function, and the key modules of the system are designed
according to the system frame structure and data processing flow and gave the key design code. Finally, taking piano performance
as an example, players with different steel bar grades were selected to test the accuracy of the system evaluation. The test results
show that the system can reflect the real level of the performers, which is beneficial to vocal music teaching. The improvement of
the vocal music teaching system is of great practical significance to adjust the traditional music teaching mode and make the
education system more reasonable.

1. Introduction

With the development of my country’s economy, the living
standards of residents are improving day by day. As an
important means of cultivating sentiment, piano perfor-
mance is sought after by many people, and the number of
students is large. However, at this stage, the number of
teachers of piano performance in my country is extremely
rare. Due to the teaching environment and time require-
ments caused by the shortage of teacher resources, the pen-
etration rate of piano is not high. Therefore, a vocal
performance evaluation system is developed for piano learn-
ing and uses the automatic identification technology of the
computer to automatically record the performance informa-
tion of the students and use the stored music information in
the system to compare the performance of the students’
piano performance and find out the deficiencies in the per-
formance. The system not only replaces the teacher’s teach-
ing work to a certain extent but also has a certain auxiliary
role for the relevant professionals in music creation [1].

Teaching quality is an important standard for measuring
teaching and guiding teaching reform, which can objectively
reflect the level of education and the degree of educational effect
[2]. The purpose of teaching quality monitoring is to objectively
evaluate the current situation of teaching and learning, identify
problems and find out the causes of problems while affirming
their achievements, and formulate effective and feasible
improvement measures to help students better discover their
own strengths and weaknesses [3]. The evaluation of teaching
quality can start from two aspects: one is students, students
are the most important subjects in teaching, and the quality of
teaching can be objectively reflected by analyzing the learning
effect of students [4]; the other is teachers, teachers are the stu-
dents who acquire knowledge The main source, through the
evaluation of teachers’ teaching situation, can also reflect the
level of teaching quality. In the past, evaluation methods mainly
started from these two aspects, but the disadvantage was that
they were either evaluated from the perspective of students or
from the perspective of teachers, and few studies jointly evalu-
ated from multiple perspectives [5].
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The evaluation of teaching quality has been carried out
for many years, since its inception, the teaching quality
monitoring and evaluation of my country’s basic education
have achieved remarkable results, basically meeting the stan-
dard requirements of quality monitoring, which has played a
role in improving the teaching quality of my country’s basic
education. But at the same time, there are still some prob-
lems in the monitoring and evaluation of teaching quality.
In the past, due to limited technology, in the process of data
collection for teaching quality monitoring and evaluation in
my country, data was mainly collected manually, that is, the
school filled in the data with electronic forms, then reported
the data layer by layer, and finally assigned a special person
to summarize it [6]. In view of the large-scale and wide-
ranging geographical situation in my country, and the
uneven development level of various places, this single eval-
uation method inevitably ignores the evaluation of students’
comprehensive development ability, limits the scope of
teaching quality monitoring, and greatly affects the conclu-
sion of monitoring. Accuracy, it is difficult to achieve the real
purpose of teaching quality monitoring [7].

Teaching quality monitoring and evaluation based on big
data can dynamically detect teachers’ teaching status and stu-
dents’ learning effectiveness [8]. The data can be reflected
according to the basic information in the teaching process.
Based on the principle of neural network technology combined
with the current popular education big data technology, this
study developed a complete set of teaching quality monitoring
system, enable it to realize online data collection, and apply to
regional school daily management and service system, which
will certainly improve the school in the current education level
and the comprehensive competitiveness in transformation. It
will provide powerful help for those who can walk in the fore-
front of educational innovation. It is of great significance to
improve the quality of education and teaching and realize edu-
cational modernization [9]. Based on this background, this
paper proposes an algorithmic framework for applying big data

mining-assisted music teaching, as shown in Figure 1. First of
all, according to the principle of computer neural network tech-
nology, the system algorithm process is designed in detail, the
Fourier transform and its improvement function are used to
extract the vocal music performance characteristics and then
the vocal music detection index, and the neural network is used
to judge the final effect and finally realize the purpose of auxil-
iary teaching.

2. State of the Art

This subject first needs to understand the content related to
piano teaching software in various fields and then integrate
the knowledge in various fields to carry out the research of
this subject [10]. The ultimate purpose of this subject is to
realize a software, so the computer aspect involves the most
content, in the aspect of music theory. It mainly includes
music notation, rhythm, and mode. In pedagogy, it includes
learning mind and curriculum design [11].

MIDI technology is the most extensive music standard
format in the arrangement world, which can be called “com-
puters can understand the score.” It mainly uses the digital
control signals of notes to record music. The widely discussed
digital piano teaching method P has been implemented in
some music education institutions [12]. The system of digital
piano teaching is composed of a master piano used by teachers
to drive dozens of students to use pianos for group teaching,
equipped with auxiliary teaching software, multimedia projec-
tors, monitoring and monitoring systems, and other equip-
ment [13]. The digital piano teaching system is similar to the
learning system discussed in this paper, both use electronic
technology for piano teaching, and the key part is the realiza-
tion of teaching software [14]. The difference is that the digital
piano teaching still adopts the method of teacher evaluation
and guidance when students practice playing. This system uses
the computer for evaluation and guidance [15].
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Figure 1: Application framework of big data mining technology in vocal music teaching.
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Music recognition technology is a hot research topic,
music recognition technology is mainly through the com-
puter technology to identify the music and through the
music recognition technology and can make the computer
automatically identify the music melody, rhythm, type, style,
and other information. This information can be used to
objectively evaluate the level of music performance, to find
similar music, or to push the same style and type of music
to the user. Music recognition technology makes it possible
to interact directly with computer applications through
music itself. Music recognition is a technology that identifies
and extracts various characteristics of music waveform sig-
nals. It has a wider range of applications, such as stage light-
ing control, audio file retrieval, and music fountain control.
The method implemented by this system uses the MIDI key-
board to complete the input of music signals. In essence, the
expression of MIDI signals is close to the attributes of
“sound” in music theory. Extracting musical features from
waveform signals is not involved [16].

There are some foreign studies on teaching quality mon-
itoring methods based on big data. In the domestic teaching
quality analysis based on big data, we searched all over the
large academic databases such as CNKI and VIP and found
very little research in this area. The research also only intro-
duces some technologies that use big data in teaching quality
monitoring. Yokota et al. only introduce the significance and
characteristics of big data for teaching quality evaluation. It
can be found that the current teaching quality monitoring
and evaluation based on big data are still in the theoretical
stage [17].

To sum up, the research on teaching quality monitoring
and evaluation methods based on big data is basically in its
infancy in my country. Researching teaching quality moni-
toring and evaluation methods and then developing a teach-
ing quality monitoring system based on big data have great
application prospects [18].

3. Methodology

3.1. Introduction to Neural Networks. Data mining has pro-
duced a number of methods since its development, repre-

sented by BP neural networks and decision tree algorithms.
Neural network algorithm is a widely used dataminingmethod,
which is an information processing system based on the princi-
ple of human neural networks. Because of its own processing,
distributed storage and other characteristics are very suitable
for dealing with nonlinear and those characterized by vague,
incomplete knowledge or data problems. BP neural networks,
or Back Propagation Networks, were designed in 1986 by
Rumelhart. A multilayer feed-forward network proposed was
by the home group. It can learn and store input-output rela-
tional mapping. According to the different functions andmech-
anisms, the learning model of this network technology includes
three layers: input layer, hidden layer, and output layer, and its
structure is shown in Figure 2 [19].

Assuming that the number of nodes in the input layer is
n, the number of nodes in the hidden layer is q, the number
of nodes in the output layer is m, the weight between the
input layer and the hidden layer is vki, the conversion rela-
tionship is represented by f1, and the weight between the
hidden layer and the output layer is is wjk, and the conver-
sion relationship is represented by f2, then the conversion
from the input layer to the hidden layer can be represented
by formula (1), and the conversion from the hidden layer
to the output layer is as the following formula.

zk = f1 〠
q

i=0
vkixi

 !
: ð1Þ

In the formula, zk is the value after the input layer is con-
verted to the hidden layer, xi is the value of the input layer,
and i is an integer from 1 to n as in the following formula.

yj = f2 〠
m

i=0
wjkzk

 !
: ð2Þ

In the formula, yj is the value after the hidden layer is
converted to the output layer, and k is an integer from 1 to
m. The error in the network structure can be calculated by
formula (3), such as the following formula.

Input layer Hide layer Output layer
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Figure 2: BP neural network structure.
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e = 1
2 〠
m+n

1
〠
m+n

1
y − �yð Þ2: ð3Þ

In the formula, e is the calculation error, and y is the
average value of the hidden layer [20].

According to the above conversion rules, the algorithm
flow of the BP neural network in the computer is obtained,
as shown in Figure 3.

3.2. Feature Extraction Technology for Vocal Music Teaching.
Music feature recognition is a process of converting musical
material into electronic signals. The basis of identification is
the collection of musical features. This paper selects 4 pianos
and divides them into different systems, using different play-
ing methods and playing strengths and including each sound
area. According to the background of the continuous

medium hypothesis, it can be compared to the sound signal
that the music information is composed of a large number of
sample points, there is a gap in time between the sample
points, and the music information composed of discrete
sample points can be regarded as composed of countless
frames without gaps. Since the voice signal is a nonstation-
ary signal, it is meaningless to directly extract all the features
of a complete audio file, but the audio changes slowly in a
short period of time, which can be considered short-term
smooth. At this time, the assumption of stability +
continuity allows us to estimate statistical information with
the help of observational data. This short-term smooth divi-
sion is signal framing. The collected music information is
obtained by Fourier transformation. For the time-domain
waveform and frequency-domain waveform without the
tone, the Fourier transform formula is as formula (4).
Figure 4 shows the extracted waveform.

u x, tð Þ = 8v0δ
π2a

〠
∞

n=1

1
n

1
1 − 4δ2n2/l2

sin nπx0
l

cos nπd
l

× sin nπat
l

sin nπx
l

,
ð4Þ

where v0 is the initial velocity of the string, a is the vibration
acceleration, t is the vibration time, l is the string length, and
δ is the half width of the strike.

Analyzing the waveform diagram in Figure 3, it can be
found that there is a certain gap between the extracted music
features and the actual value, and the relationship between
electronic music and actual audio cannot be completely cor-
responded. Therefore, the extraction formula must be recor-
rected. Starting from the influencing factors of the
waveform, the correction formula shown in formula (5) is
constructed, the extracted waveform is modified according
to the correction formula, and Figure 3 is modified accord-
ing to formula (5). The image is shown in Figure 5.
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Figure 3: BP neural network algorithm flow.
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Figure 4: Waveform after extraction.

–2

–1.5

–1

–0.5

0.5

1.5

2

2.5

3

1

0

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07

Times (s)

X : 0.01206
Y : 2.204

A
m

pl
itu

de

Figure 5: Waveform after processing.
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S ωð Þ =
A

α1
α21 + ω − ωtð Þ2 , ωt − α1 ≤ ω ≤ ωt + α1,

A
2

ω − ωtj j , other:

8>>><
>>>:

ð5Þ

In the formula, SðωÞ is the modified ordinate value of
vibration, α1 is the parameter value of the waveform curve
near the peak value of the adjustment waveform, A is the
amplitude, and ωt is the specified audio frequency or fre-
quency multiplier.

3.3. Construction of Monitoring Indicators for Vocal Music
Teaching Quality. Teaching quality is the lifeblood of educa-
tion, it is related to the quality of talent training and the
impact on social culture, and vocal music in college music
is a traditional teaching subject, but also a compulsory basic
course for music students, improving the quality of teaching
is the common goal of all teaching units, so it is very neces-
sary to take effective monitoring measures for teaching qual-
ity. According to the monitoring content, this paper
determines to construct a monitoring index system from
four aspects: school management quality, teachers’ teaching
process, students’ learning behavior, and academic quality.

The school management quality indicators include
teaching staff, teaching environment, and teaching condi-
tions. The specific indicators are constructed as shown in
Table 1.

Teachers’ teaching process indicators include teaching
content, teaching attitude, teaching skills, and teaching
effects. The specific indicators are constructed as shown in
Table 2.

The indicators of student learning behavior include
learning goals, learning performance, style of study, learning
effect, and ideological morality. The specific indicators are
constructed as shown in Table 3.

4. Result Analysis and Discussion

4.1. Design and Application of Neural Network System. The
vocal music performance evaluation system uses computer

recognition technology to judge the performance of the per-
former and scores the performance according to rigorous
computer logic and preestablished performance standards.
The system will convert the music into electronic informa-
tion in advance according to different music. The music
score played by the performer in the system is filtered and
processed to extract the music features, and the neural net-
work model compares the electronic music score with the
player’s music score information and finally outputs the
comparison results. Genres have a definable musical style,
so the author uses this feature to design a basic model for
learning the strength and weakness of a piece of music. As
shown in Figure 6, there are two main layers in this model:
the bidirectional LSTM (Bi-Directional LSTM) and the lin-
ear layer.

According to system frame structure, starting from the
processing sequence of the internal data of the system,
according to the working principle and working sequence
of the system, this network is used to learn more complex
style information that cannot be trained on the genre net-
work. StyleNet has subnets of GenreNet that are used in Sty-
leNet to learn the style of a particular genre. In StyleNet,
there is an interpretation layer that can be shared by the
GenreNet child network. This greatly reduces the parame-
ters that the network needs to learn. And StyleNet is like a
conversion tool that can convert music into different styles.
As Figure 7 shows, this is a multitasking learning model.

The system will preprocess the musical score and store it
in the form of electronic information. The player’s musical
score information is extracted and sorted by musical features
and compared with the stored musical score information.
Finally, the score is scored according to the comparison
result, and the scoring result is output.

After the system is completed, its application effect is
tested and verified. For the same piece of music, three per-
formers were selected to perform, one of them was a piano
teacher, student 1 was grade 8 piano, student 2 was grade
7 piano, and the scores of the three performers were shown
in Table 4.

It can be found from the table that whether it is a single
score in the performance or the average score of multiple

Table 1: Management quality index system.

First-level indicator Second-level indicator
Weight (with two decimal

places)

Faculty (z1)

Teacher’s teaching level, professional ability, teacher’s morality and style
(z11)

Teacher teaching competence, teaching research (z12)
Teacher development and service attitude, competence

Teacher structure (z13)

Teaching environment (z2
)

Teaching funding investment and allocation (z21)
Teaching plan planning, training program design (z22)

Openness of teaching facilities (z23)
Number of quality courses (z24)
Social resource breadth (z25)

Teaching conditions (z3)
Practical teaching setting (z31)

The average reading rate of the library (z32)
Compliance with school rules and regulations (z33)
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performances, the scores in the system from high to low are
the teacher, student 1, and student 2, and the real pianos of
the three players. This score ranking can objectively reflect
the performance level of the performers. Therefore, the sys-
tem has a good evaluation effect on the professional level,
and the evaluation accuracy is also relatively high. Students
can use this system to train their own professional vocal
music level.

4.2. Evaluation Method of Vocal Music Teaching Process. In
order to evaluate the teaching process of vocal music, the eval-
uation system is constructed by using computer technology.
When constructing the frequent item sets of the association
algorithm, the map function will read the database repeatedly.
Due to multiple data nodes, if the amount of data is large and
the data distribution of each node is uneven, some data nodes
will wait for a long time during the operation process. It causes
waste of resources, so consider that when grouping data, an

average distribution mechanism is adopted to distribute data
evenly on each node, and the number of groups can be set
according to the actual situation. At the same time, when cal-
culating the candidate item set, if the count of some item sets is
found to be very small, according to the set minimum thresh-
old, the item sets that are directly excluded because they are
smaller than the minimum threshold value, although the item
sets are no longer calculated, but the database. The data still
exists, so when reading the database, it will cause repeated
reading and increase the time complexity. Based on this prob-
lem, consider that each time the algorithm reads the database
to construct the item set, delete the item sets according to the
minimum threshold, and delete the item sets according to the
minimum threshold. Update the database, delete the useless
data in the database, and reduce the repeated reading of inva-
lid data in the database.

According to the designed teacher evaluation table, a
hierarchical structure is established from top to bottom,

Table 2: Teaching process index system.

First-level
indicator

Second-level indicator Weight

Teaching content
(u1)

The teaching objectives are clear, meet the requirements of the teaching content, highlight the key points and
difficulties, and have sufficient reasoning (u11)

The teaching logic is clear, the organization is clear, the content is substantial and skilled, the arrangement is
reasonable, and the examples are appropriate (u12)

Seriously arrange and correct assignments, and regularly organize Q&A (u13)
Combining theory with practice, focusing on guiding students to think positively (u14)

Teaching attitude
(u2)

Fully prepared lessons, work with enthusiastic, conscientious, and dedicated (u21)
Abide by the teaching discipline, go to and from get out of class on time (u22)

Teachers are rigorous in their studies, strict in teaching, dignified in appearance, harmonious in atmosphere,
and respect for students (u23)

Teaching skills
(u3)

Teaching in Mandarin, the language is accurate and vivid, the writing on the blackboard is neat, and the layout
is reasonable (u31)

Flexible and diverse teaching methods, pay attention to cultivating students’ ability to analyze and solve
problems (u32)

Able to use various teaching aids such as network and multimedia reasonably (u33)

Teaching effect
(u4)

Able to complete teaching tasks, students can accept and master the course content (u41)
Be able to initially use the course content to solve specific problems in the subject or related subjects (u42)

Promote the improvement of students’ thinking ability and learning ability (u43)

Table 3: Student learning behavior index system.

Primary target Secondary target Weight

Learning target (v1) The purpose of learning is clear and the attitude towards learning is correct (v11)

Learning performance (v2)

Adhere to preview before class, listen carefully during class, and review carefully after class (v21)
Complete homework on time and correct in time (v22)

Actively speak and take notes in class (v23)
Strong learning ability, good at asking questions, dare to question (v24)

Style of study (v3)
Late arrivals and early departures (v31)

Good classroom discipline and high attendance (v32)
Active participation in discussions, harmonious teacher-student relationship (v33)

Learning result (v4)
Master classroom knowledge and be able to apply it (v41)

Comprehension, independent thinking, analysis, and problem solving skills (v42)

Moral (v5)
Honest and trustworthy, love to work (v51)

Respect teachers and help others (v52)
Collective sense of honor (v53)
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and the indicators at all levels are compared pairwise to
establish an indicator judgment matrix. According to the
sum of the same-level indicators to be 1, first calculate the
weight of the first-level index from top to bottom, then cal-
culate the second-level index with the first-level index, mul-

tiply the index weight by the index score, and then use the
weight of each evaluation subject to obtain the final. For
the scoring results, for the weight value of each evaluation
subject, the calculation method for calculating the weight
value can be used. Generally, students account for the high-
est proportion (about 0.5~ 0.6), followed by teachers’mutual
evaluation (about 0.2~ 0.3).), and finally teacher self-
evaluation and leadership or supervision each have a weight
of about 0.1. The specific weight calculation process is as
follows:

(1) Constructing a pairwise judgment matrix

Set up an expert group to compare the indicators at the
same level. For example, for the teacher evaluation form,
among the four first-level indicators, u1 is more important
than u2, u3, and u4. The expert group will give a comparison
based on the comparison and judgment. The 4 ∗ 4 judgment
matrix is established in this way. In order to maintain the
uniformity of the values given by experts, a comparison scale
needs to be established, as shown in Table 5.

With the scale given above, the comparison value is
given by the expert to determine the form of the matrix. It
can be seen from the actual situation that the constructed
matrix should be an n ∗ n square matrix due to the matrix
established by the pairwise comparison between the indica-
tors. And the matrix has the following characteristics. The
two values at the symmetrical position should be in the
reciprocal relationship. For example, the comparison value
of u1 relative to u2 is u12, and the comparison value of u2 rel-
ative to u1 is u21, then, u12 is equal to the reciprocal of u21,
and this matrix is called a positive-reciprocal matrix. The
form is as follows:

U =

u11 u12 u13 u14
1
u12

u22 u23 u24

1
u13

1
u23

u33 u34

1
u14

1
u24

1
u34

u44

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;
: ð6Þ

Through this matrix, the weights are calculated for the
indicators, and the process is as follows.

First, normalize the matrix as follows:

uij′ =
uij

∑n
k=1ukj

: ð7Þ

Use the normalized matrix to calculate the weight,
that is, the average value of each horizontal vector sum
of the matrix is the weight of the corresponding index,
as follows:

ωi =
1
n
〠
n

i=1
uki′ : ð8Þ

Sheet music
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Figure 6: System framework.
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Figure 7: Multitasking learning model.

Table 4: Scores of the three performers.

Group
Playing
score

Playing
score

Playing
score

Playing
score

Playing
score

Mean

Teacher
1

0.94 0.96 0.95 0.93 0.92 0.94

Student
1

0.85 0.88 0.85 0.87 0.85 0.86

Student
2

0.75 0.75 0.71 0.77 0.72 0.74
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Due to the nonobjectivity of the judgment matrix in
the process of forming, it is necessary to check the con-
sistency of the matrix. Conformance requirements are as
follows:

CR = CI
RI < 0:1: ð9Þ

The matrix is considered reasonable if the formula is
satisfied, otherwise, the expert needs to readjust the
matrix. In the formula, CI represents the consistency
index, which is expressed as

CI = λma − n
n − 1 : ð10Þ

In the formula, RI represents the average random
consistency index. For a positive and negative matrix of
size n, there is a corresponding consistency index value,
which is usually regarded as a fixed value.

The eigenvector of the judgment matrix that has passed
the consistency test is the weight value corresponding to
each index.

The acquired data is processed according to the steps of
principal component analysis, and the eigenvalues, contribu-
tion rate, and cumulative contribution rate of the correlation
coefficient matrix of the standardized original data are
obtained, as shown in Table 6. The principal component
analysis step mainly includes five steps: standardizing the
original data, calculating the correlation coefficient, calculat-
ing the features, and determining the principal components
and the synthetic principal components.

When the cumulative contribution rate is larger, the less
data information is lost, that is, the more information of the
original index can be covered. It can be seen from Table 7
that the cumulative contribution rate of the first 9 index fac-
tors has reached 95.42%. This shows that these 9 factors
basically represent the information of 12 indicators. When
analyzing the management quality of the school according
to the evaluation results, it can be seen from the contribution
rate that the influence of the last three factors is relatively
low. Basically, focusing on the first nine factors can improve
the quality of vocal music teaching.

5. Conclusion

Today, with the increasing development of computer tech-
nology, how to bring information technology into vocality
teaching has always been a hot issue. Chinese music edu-
cation in the 21st century is moving in the direction of
quality education, and music education for higher teachers
shoulders the heavy responsibility of cultivating music
teachers. The field of education is facing new challenges,
and the reform of vocal music teaching for senior teachers
should meet the needs of the development of the century.
In this paper, a computer neural network information sys-
tem is used to evaluate the performance level of vocal
players, and a vocal performance evaluation system is
developed and applied to piano teaching. According to
the data collection of academic performance and answer-
ing situation, use statistical analysis indicators to form cor-
responding analysis reports from different analysis
subjects. The key factors of teaching is study the contribu-
tion rate of each index to determine the importance of
each index and form the final evaluation result, and ana-
lyze whether the standard is met and judge the manage-
ment quality gap between schools. Finally, the main
conclusions of this study are as follows:

Table 5: Comparison scale.

Significance Value

Both elements are equally important 1

One element is slightly more important than the other 3

One element is significantly more important than another 5

One element is definitely more important than the other 7

One element is definitely more important than the other 9

The median of the comparison scale over which the two comparison factors lie 2, 4, 6, 8

Table 6: Average stochastic consistency index scale.

n 1 2 3 4

Value 0 0 0.58 0.9

Table 7: Eigenvalues, contribution rate, and cumulative
contribution rate.

Main
ingredient

Index Eigenvalues
Contribution

rate
Cumulative

contribution rate

1 Z11 3.1713 13.66% 13.66%

2 Z12 3.0274 13.04% 26.7%

3 Z14 2.9543 12.73% 39.43%

4 Z13 2.8645 12.34% 51.77%

5 Z22 2.2314 9.61% 61.38%

6 Z21 2.2256 9.59% 70.97%

7 Z23 2.2115 9.53% 80.5%

8 Z31 2.0102 8.66% 89.16%

9 Z24 1.4535 6.26% 95.42%

10 Z33 0.7635 3.29% 98.71%

11 Z32 0.2343 1.01% 99.72%

12 Z23 0.0643 0.28% 100.00%
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(1) According to the internal logical relationship of the
computer neural network, the system network algo-
rithm flow is designed, and the algorithm is applied
to the system construction

(2) Music feature extraction is the key link of the system.
In this paper, based on the Fourier transform, the
player’s voice information is transformed into a
waveform that can be recognized by the computer,
and the image is modified according to the transfor-
mation characteristics. The player’s actual musical
characteristics match

(3) The system framework and key modules are
designed and researched, and some program codes
are given. Finally, three performers are selected to
analyze the evaluation effect of the system. The
results show that the system can reflect the real level
of the performers. It is beneficial to the development
of piano teaching to discover the lack of players
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