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Digital imaging technology originated from scientific and technological competitions in the military field, allowing continuous high-
intensity digital photography work. The ocean virtual scene display of digital images is more flexible and more tolerant. The ocean
virtual scene can be used to model the structure of different regions, create a diversified ocean experience pavilion as much as
possible, and create a multi-dimensional visual product. Through this research, we get: 1. The best frame rate is 100.607 when High
Dynamic Range (HDR) is off and 98.47 when HDR is on. When A=0.0161, Me=26, K1= 0.6488, G=28, K2= -0.0072, α=58,
Omega=2.5229, β=78. The simulation experiment of ocean scene construction shows that it only needs to calculate the ocean
virtual scene of LONC area, and repeatedly set and splice the ocean virtual scene to form a large modeling scene. 2. When the FFT
model is optimized, the parameters are set as follows: Meta Flight =0.946, Open Flight =0.441, α=0.828, Omega=089, β=0.754; The
optimal parameters of multiple kernel learning model in ocean virtual scene are: Meta Flight =0.757, Pen Flight =0.818, α=0.781,
Omega=0.157, β=1.739; The best parameters of the ocean virtual scene of Vega Prime model are: Meta Flight =0.285, Open
Flight =0.803, α=0.701, Omega=0.725, and β=0.757. And the constructed ocean virtual scene can achieve the best effect. 3. In the
FFT model, when the related technical parameters are set optimally, the two-dimensional animation is integrated into the digital
image as a visual special effect element or an animation subtitle, so that the digital image is more interesting, creative and propagable.

1. Introduction

Digital imaging technology originated from scientific and
technological competitions in the military field. In the initial
development period of digital imaging, this technology was
mainly used in military fields such as aerospace and naviga-
tion. Digital imaging is significantly different from tradi-
tional film. The former is based on the photosensitive
component Complementary Metal Oxide Semiconductor
(CMOS), which can carry out continuous and high-
intensity digital photography. Compared with traditional
film imaging, the technical means are relatively backward
and require a lot of manual operation. The requirements
are high, and high-throughput work cannot be achieved.
The development of digital imaging benefits from the devel-
opment of Charge-coupled Device (CCD). Charge-coupled
devices are used as storage devices [1–3]. Later, it was devel-
oped and applied in the field of digital imaging combined

with photoelectric effect for storage of video effects. CMOS
and CCD are continuously polished and updated to perfectly
match the digital image. Digital imaging technology can help
people understand the aesthetics of digital art, starting from
the digital imaging features of human interaction. Digital
imaging technology is a digital imaging art with digitization
as the core. Its development may have an impact on the
form of traditional imaging. However, the audience for dig-
ital imaging and traditional imaging is different and may
reduce the huge contrast brought about by the impact. Dig-
ital photography technology has accelerated the human soci-
ety from the writing age into the prosperous ocean virtual
scene display, which greatly broadens the human visual
experience. The creative form and scene construction are
also more exaggerated and bold. The marine virtual scene
display combines people and the machine has changed the
traditional aesthetic feeling and way of aesthetics. Have a
stronger sense of participation [4–8]. In the field of
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computer and information science, influence interaction can
be understood as “human-computer interaction” or the
transmission of information back and forth. Interaction
can also be interpreted as a two-way communication
between the media and users, which can realize information
interaction in the true sense. In a diversified network plat-
form, digital images are the main form of information dis-
semination today, and digital images are used to promote
the company’s image and brand. At the beginning of its
release, the Mi 11 Ultra reached the top of the professional
imaging evaluation agency DXOMARK list. Mi 11 Ultra uses
a 1/1.12-inch GN2 sensor with an ultra-outsole, which has
been appreciated by users in both photography and video
shooting. In addition to improving the picture quality,
mobile phones must also consider the user’s experience
and interactive experience. The application of AI algorithms
in photography and the needs of beauty are all user needs.
For digital photography, anti-shake technology and high-
resolution image quality The increase in rate, combined with
technologies such as optical image stabilization, can signifi-
cantly improve the digital camera experience of mobile
phones. The 5G era and short video complement each other
and promote the development of digital photography tech-
nology. 5G technology is of great help to the cloud platform
technology of sports cameras. The video transmission quality
of drones can reach high frame rates and 8K images. Virtual
technology combines 3D scanners, thermal imagers, and sur-
veying instruments to form a framework of digital influence.
Digital photography technology accelerates the human society
from the writing age into the present prosperous ocean virtual
scene display, which greatly broadens the visual experience
and has a revolutionary change. With the great development
of the marine virtual scene field [9, 10]. More and more people
prefer virtual technology to experience some scenes, and virtual
technology that can be close to the real experience is more pop-
ular. With its unique visual effects, the combination of ocean
virtual scenes and real shot videos still has a lot of space and
more forms of expression under different carriers and network
communication methods. The advancement of virtual scene
technology has made the production of 3D animation and dig-
ital special effects more and more realistic. The international
and domestic markets are generally pursuing the production
of 3D animation and film and television special effects. The tra-
ditional form of ocean scenes combined with video has encoun-
tered bottlenecks in the development and innovation of film
forms, and it is difficult to make new breakthroughs. The ocean
virtual scene display of digital images is more flexible and toler-
ant. The ocean virtual scene can be used tomodel and construct
different regions, build a diversified ocean experience pavilion
as much as possible, and tap more ocean dynamic elements to
apply to reality. Take a video. The art form of inserting the
ocean virtual scene into the real shot video is unique [11–15].
The flexible drawing style and the freely changing visual space,
if used properly, will form a unique ocean virtual scene display,
creating a multi-dimensional visual product. Insert some two-
dimensional animations into the construction of ocean virtual
scenes, and integrate two-dimensional animations as a kind of
visual special effects elements or animated subtitles into digital
images, making digital images more interesting, creative, and

spreading wider. Although real ocean scenes and digital pho-
tography have more perfect viewing visual effects, the produc-
tion of complex underwater worlds and large aquariums
requires a long period of time for animal needs, and the invest-
ment in money and time is still large. Video works in the era of
digital imaging pay more attention to the speed of dissemina-
tion and the evaluation and influence of audience groups than
in the past. However, the combination of traditional animation
films has lacked freshness for today’s audiences. Combine two-
dimensional animation with real shot video, explore more ways
to combine the two and the effect of combining different real
shot video content, both in terms of visual performance of the
video and production cost, it is a win-win situation s Choice.

2. Digital Imaging Technology and Virtual
Scene Construction Technology

2.1. Digital Imaging Technology. Digital video is the use of a
video camera to transform the real world under the ocean into
electrical signals, which are images recorded in digital form.
The development of imaging technology is divided into tradi-
tional imaging technology and digital imaging technology.
With the help of the fermentation of today’s network environ-
ment, digital images have formed digital images of production
methods, digital images of storage methods, and digital images
of broadcast methods. The carrier of digital images is digital
photography equipment, which can record and output optical
and electrical signals. Figure 1 shows the main framework of
imaging technology [16].

2.2. Storage and Transmission of Digital Images. As shown in
Figure 2, the process of storing and transmitting digital images
is visualized. Digital image storage devices include digital tapes,
digital P2 cards, digital Blu-ray discs and digital disks, which are
spread through network video streams, and finally form a net-
work pandemic to achieve the final flow realization purpose. In
the creation of digital video, two-dimensional animation can be
used for creation, which brings together the advantages of ani-
mation software, and the blessing of a computer can definitely
contribute to the effect and quality of the film. The digital cam-
era shoots the scene as an entity and can record the truest side
of the world. Two-dimensional animations are relatively weak,
and sometimes they cannot achieve perfect presentation effects
due to different perspectives. Digital imaging has interactive
functions in the field of digital art, and can be used to build
ocean virtual scenes by combining computer and information
science, communication, aesthetics, and psychology. The inter-
action of the ocean virtual scene is “to realize the expression of
artistic concepts through the artistic expression method of
ocean virtual and the way of virtual scene construction mode.

2.3. Digital Interaction. The interaction of the ocean virtual
scene includes four levels, including: viewing on the spot,
browsing on the network, using virtual equipment for expe-
rience, and on-site control. As an art form supported by dig-
ital technology, the ocean virtual scene art of digital imaging
is a powerful expansion of interaction. After all, pure VR
viewing cannot achieve the immersive experience. Only
when the experiencer decides the direction of things in the
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virtual world, can they control and change the direction of
things in virtual modeling. This lies in the digital interactive
magic of ocean virtual scenes, which can truly be expressed
as aesthetic activities. In digital art, its essence has not chan-
ged, because the law of communication of interaction is the
same, and the difference is only the innovation and break-
through in the degree of interaction between content and
form. The interactivity of digital art is a way of making use
of specific information transmission equipment and feed-
back systems in the virtual environment of the Internet plat-
form to carry out the individualized participation of people
and people, people and works, and people and systems.

2.4. Target Detection Algorithm. R-CNN (Regions with CNN
features or Region-based Convolution Neural Networks) is an
A region-based convolutional neural network algorithm. Tra-
ditional art cannot provide audiences with a platform for inter-
active aesthetic manipulation of virtual ocean scenes due to the
limitations of technical conditions, appreciation experience,
and form. Customers who visit the aquarium will not have a
sense of participation in art. The spread of digital ocean virtual
scenes has linear characteristics, so that customers of the aquar-
ium can personally participate in the process of art formation.
Under the conditions of rapid development of digital technol-
ogy, the strategic phenomenon of regional recommendation
has been changed, and mastering digital technology has
become a target positioning model. In the formation of a
bottom-up art acceptance process, the audience broke through

the single, one-way passive aesthetic method of traditional tar-
get detection algorithms, and instead focused on the selection
and control of multi-scale sliding, and mastered the target.
The initiative of regional artistic aesthetics. R-CNN abandons
the traditional ocean virtual scene idea, creatively combines
the ocean virtual scene with CNN, and finally makes the con-
struction speed of the ocean virtual scene and the speed and
accuracy of target detection have been significantly improved.

3. Application of Digital Images in Ocean
Virtual Scenes

(a) FFT [17–20]

Digital image

αT = a0, a1,⋯, an−1½ � ð1Þ
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Traditional image

Imaging technology
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Figure 1: Image technology.
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Figure 2: Storage and transmission of digital images.

Table 1: FFT transform method.

Frame rate HDR off HDR on Lonc Latc

Frame rate at that time 93.569 81.267 95.429 88.32

Average frame rate 95.429 83.591 95.769 89.65

Worst frame rate 90.769 74.629 82.32 96.65

Optimal frame rate 100.607 98.476 96.23 84.65
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Figure 3: FFT transform method.

Table 2: Scene simulation.

NO Wind speed Fetch length

a 5m/s 1500 km

b 10m/s 50 km

c 10m/s 500 km

d 15m/s 1500 km

e 20m/s 50 km

f 20m/s 750 km

g 20m/s 1500 km

Table 3: Construction of ocean scene.

NO A Me K1 G K2 α Omega β

1 0.0161 26 0.6488 28 -0.0072 58 2.5229 78

2 0.0064 89 2.1143 85 -0.0092 66 4.5544 45

3 0.0161 26 0.648 89 -0.0317 83 2.5229 78

4 0.0196 39 0.8359 95 0.03301 51 2.8648 81

5 0.0104 35 0.4084 78 -0.0528 72 2.0101 24

6 0.0104 35 0.4011 65 0.09335 27 2.0101 24

7 0.0033 9 0.6375 48 -0.1206 75 2.5229 78

8 0.0027 77 4.3809 62 -0.1211 18 6.5574 53

9 0.0011 35 7.0132 27 11.2821 93 11.423 35

10 0.0008 94 10.506 58 -12.154 21 12.566 71

11 0.0008 94 -10.06 56 -12.522 26 12.566 71

12 0.0011 35 -3.257 49 12.8787 35 11.423 35

13 0.0011 35 -2.383 69 13.0687 22 11.423 35

14 0.0011 35 0.4647 67 13.2761 58 11.423 35

15 0.0008 94 6.5805 79 14.6564 24 12.566 31

16 0.0008 94 -5.686 83 15.0257 75 12.566 71

17 0.0008 94 1.8399 31 15.9602 27 12.566 31
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Figure 4: Construction of ocean scene.
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Figure 5: Virtual modeling.

Table 4: Comparison of model parameters.

FFT MKL
Vega
prime

Meta
flight

Open
flight

α Omega β

0.256 0.443 0.192 0.946 0.441 0.828 0.089 0.754

0.807 0.353 0.913 0.823 0.893 0.598 0.365 0.348

0.557 0.701 0.725 0.757 0.818 0.781 0.157 0.739

0.222 0.976 0.764 0.78 0.724 0.866 0.744 0.751

0.841 0.776 0.557 0.256 0.782 0.353 0.913 0.823

0.876 0.235 0.222 0.285 0.803 0.701 0.725 0.757

0.247 0.369 0.773 0.634 0.589 0.752 0.88 0.461
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Figure 6: Comparison of model parameters.

Table 5: Marine virtual scene modeling.

Parameter FFT MKL Vega prime

Me 52.08 25.12 15.76

K1 52.33 33.81 17.52

G 55.01 35.41 10.34

K2 40.22 26.88 36.08

α 31.02 38.20 12.66

Omega 34.61 32.71 10.31

β 45.93 44.31 21.91

Me2 38.00 37.68 15.94

K3 34.20 35.32 17.61

G2 45.42 24.83 32.68

K4 35.84 33.15 19.87

J 46.23 40.79 18.01

omega2 37.73 32.06 38.01

β2 39.35 31.81 12.02

M2 40.96 25.70 36.26

P2 42.47 21.38 13.43

t2 45.02 23.60 21.27
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4. Simulation Experiment

4.1. FFT Transform Method. The FFT transform method
(shown in Table 1 and Figure 3) for modeling and simulation
of ocean virtual scenes can improve the image presentation
effect of the superposition method based on ocean waves. For
the evaluation of modeling and simulation of ocean virtual
scenes, The dispersibility of the plane ripple and the continuous
sine wave are brought into the evaluation index. The FFT trans-
form method can expand the virtual scene of the ocean. When
HDR is turned off, the frame rate at that time=93.569, the aver-
age frame rate=95.429, the worst frame rate=90.769, and the
optimal frame rate=100.607.WhenHDR is turned on, the cur-
rent frame rate=81.267, the average frame rate=81.26, the
worst frame rate=83.59, and the optimal frame rate=98.47.
Latc increased the frame rate of the simulation to 95.42 and
the rendering speed to 89.65. The FFT average frame rate trans-
formation has a periodicity of 96.65, so the worst frame rate is
84.65. There is no need to increase the calculation of grid
nodes. Only the ocean virtual scene in the lonc area needs to
be calculated, and this ocean virtual scene is repeatedly set
and spliced to form a large modeling scene.

4.2. Vega Prime 3D Scene Simulation. Vega Prime has a pow-
erful horizontal correction feature, users can control the cor-
rection factor on multiple platforms, and realize Meta Flight
cross-platform operation. Meta Flight can increase the sea
surface wave crest, the wave crest is sharper and the database
operation based on XML data scene, the flatter shape of the
wave trough can better play the operation of the database,
ocean virtual scene, etc. The wave greatly expands the Open
when the sea condition is high. Flight application range. The
model simulation under different wind speeds is shown in
Table 2, which can simulate the roll of sea waves.

4.3. Construction of Ocean Scene. Set the scene parameter A
to be tidal force, M to wave crest, K1 to zp112 test, G to sur-

face heat, K2 to groundwater, α to represent ground wind,
omega to sea velocity, and β to surface wind. In the simula-
tion experiment, the first group showed A=0.0161, Me=26,
K1= 0.6488, G=28, K2= -0.0072, α=58, omega=2.5229,
β=78. In the fifth optimization, A=0.0104, Me=35,
K1= 0.4084, G=78, K2= -0.0528, α=72, omega=2.0101,
β=24; when N=15, A=0.0008, Me=94, K1=10.506,
G=58, K2= -12.154, α=21, omega= 12.566, β=71; N=17
is the best A=0.0008, Me=94, K1= 1.8399, G=31,
K2= 15.9602, Α=27, omega=12.566, β=31. As shown in
Table 3 and Figures 4 and 5.

4.4. Comparison of Model Parameters. The FFT model, MKL
model, and Vega Prime model are simulated and compared,
and the results are shown in Table 4 and Figure 6. In the FFT
model, Meta Flight, Open Flight, α, mega, and β parameters
are used for evaluation. The best parameters of the FFT
model are Meta Flight =0.946, Open Flight =0.441,
α=0.828, omega=0.089, β=0.754; the best parameters of
MKL are: Meta Flight =0.757, pen Flight =0.818, α=0.781,
omega=0.157, β=0.739; the best parameters of the Vega
Prime model are Meta Flight =0.285, Open Flight =0.803,
α=0.701, omega=0.725, β=0.757.

Insert some two-dimensional animations into the con-
struction of the ocean virtual scene, as shown in Table 5,
Figure 7, and Figure 8. In the FFT model, Me= 52, K1=52,
G=55, K2=40, α=31, omega=35, β=46, Me2=38,
K3= 34, G2= 45, K4=36, J = 46, omega2=38, β2=39,
M2=41, P2= 42, t2 = 45. Two-dimensional animation is
integrated into digital images as a kind of visual special
effects elements or animated subtitles, making digital images
more interesting, creative, and spreading wider. In the MKL
model, Me= 25, K1= 34, G=35, K2=27, α=38, omega= 33,
β=44, Me2=38, K3=35, G2=25, K4=33, J = 41,
omega2=32, β2=32, M2=26, P2=21, t2 = 24; in the Vega
Prime model, Me= 16, K1=18, G=10, K2= 36, α=13,
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omega=10, β=22, Me2=16, K3=18, G2= 33, K4= 20,
J = 18, omega2= 38, β2=12, M2=36, P2=13, t2 = 21.

From Figure 8, FFT has high execution time and poor
performance under different indexes. While MKL is at a
general level, it has certain advantages over FFT as a whole.
The Vega Prime model has good performance, can achieve
lower execution time, for the other two models, the advan-
tage is more obvious.

5. Conclusion

The ocean virtual scene display of digital images is more flex-
ible and more tolerant. The ocean virtual scene can be used to
model the structure of different regions, create a diversified
ocean experience pavilion as much as possible, and create a
multi-dimensional visual product. Two-dimensional anima-
tion is integrated into digital images as a kind of visual special
effects elements or animated subtitles, making digital images
more interesting, creative, and spreading wider. Digital image
of the ocean virtual scene has a good application scene, can be
applied to multi-dimensional visual effects. Using big data
parallel processing technology to quickly analyze related fea-
tures and improve analysis accuracy. It can be applied com-
prehensively from different feature attributes for different
scenes, and reflects the complex application of digital images
in marine virtual scenes.
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