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To address the security problem of computer information management, an artificial intelligence- (AI-) based information
intrusion detection model is built in combination with wireless network. Firstly, the background and characteristics of wireless
local area network (WLAN) technology are analyzed, and the relationship between AI technology and deep learning is
introduced. Secondly, an intrusion detection model on account of long short-term memory (LSTM) neural network and gated
recursive unit (GRU) is constructed after analysis of different neural network models. The L2 weight attenuation and dropout
regularization strategies are combined with the neural network model. Finally, an intrusion detection front-end model
combining wireless network and AI is established. From the comparison of intrusion detection experiments, the generalization
ability of the model can be improved by using L2 weight attenuation and dropout regularization strategies. Nevertheless, the
performance improvement is only slight, so the early stop method is adopted instead of the regularization strategy. Compared
with the existing classification models, the overall performance of LSTM and GRU models is improved by about 17%. The
performance of GRU model is not much different from that of LSTM model, but the amount of computation is reduced.
Therefore, GRU model is the optimal choice to construct intrusion detection system. The intrusion detection models in
WLAN and GRU can improve the security performance of computer information management system. To sum up, this work
provides reference for the development of computer management system.

1. Introduction

With the progression of computer network technology, the
security performance of computer information management
system becomes more and more important [1]. The infor-
mation management systems of many enterprises store
abundant internal confidential information, which will bring
huge losses once it is invaded [2]. In recent years, as technol-
ogy has improved, cyberattacks have become more diverse.
Although network intrusion detection technology has been
developing, there are still some problems. Intelligent wireless
networks can be built by integrating wireless networks and
artificial intelligence (AI). In essence, low-delay communica-
tion can ensure the stability of information transmission.
However, the construction of decision environment also
brings unprecedented challenges in network design, optimi-
zation, and scalability. AI breakthroughs, especially in deep
learning, have moved from facial recognition, medical diag-

nosis, and natural language processing to almost every
aspect of our lives. AI technology has increased data avail-
ability and more computing power, and the performance
of computing devices has improved. These new application
requirements are generating great interest in reliable new
forms of computer information management.

For computer information management system, scholars
in the world have done a lot. Magán-Carrión et al. [3] pro-
posed a structured approach and evaluate the UGR’16 data-
set to test its applicability to network attack detection.
Verma and Ranga [4] generated the RPL-NIDDS17 dataset,
which consists of seven modern routing attack patterns and
normal traffic patterns. In the proposed dataset, 22 attributes
are considered, including features of traffic, temporal types,
and two additional label attributes. The effectiveness of
RPL-NIDDS17 is demonstrated by statistically analyzing
the correlation between the probability distribution of fea-
tures and the features. Thapa et al. [5] proposed an intrusion
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detection system using different machine learning (ML) and
deep learning (DL) models. A comparative analysis of differ-
ent ML and DL models is performed on the Coburg Intru-
sion Detection Dataset. Different ML and DL models are
compared on the dataset, and an ensemble model is pro-
posed that combine the optimal DL algorithm with ML algo-
rithm to achieve high performance metrics. Finally, the best
model is benchmarked with the CIC-IDS2017 dataset and is
compared with the state-of-the-art model. Choi et al. [6]
developed a network intrusion detection system using the
unsupervised learning algorithm autoencoder and verify its
performance. As the results show, the model achieves an
accuracy of 91.70%, surpassing the accuracy of 80% of previ-
ous researches using clustering algorithms. Musafer et al. [7]
come up with a novel mathematical model for further devel-
opment of robust, reliable, and efficient software, and it is
applied for practical intrusion detection. The hyperpara-
meters of high-performance sparse autoencoder are tuned
to optimize features and classify normal and abnormal traffic
patterns. The proposed framework allows the parameters of
the backpropagation learning algorithm to be adjusted
through a series of triangular simple designs, to suit the per-
formance and structure of sparse autoencoders. The frame-
work proposed by Le et al. [8] is composed of two main
parts. The first part is to build the sequential forward selec-
tion decision tree, which is a feature selection model. It is to
generate the optimal feature subset from the original feature
set, as a hybrid sequential forward selection algorithm and
decision tree model. The second part is to build various
intrusion detection models to train on the subsets of optimal
selected features. Various recursive neural networks are
geared to traditional recurrent neural network (RNN), long
short-term memory (LSTM), and gated recurrent unit
(GRU).

To enhance the security system of computer information
management system, the front-end modeling is carried out
by combining wireless network and AI, and the intrusion
detection system applied to computer information manage-
ment system is designed to improve the security perfor-
mance of information management system. According to
the different structure and characteristics of neural network,
intrusion detection models under LSTM and GRU are con-
structed, respectively. Moreover, the validity of the neural
network-based intrusion detection system is verified by
experiments. It is beneficial to improve the security of com-
puter system management system and promote the develop-
ment of computer information management system. The
innovation of this work lies in combining neural network
technology with wireless network to improve the security
of computer information management.

2. Materials and Methods

2.1. Overview of Wireless Local Area Network (WLAN)
Technology. Wireless network is a network realized by wire-
less communication technology [9]. It includes not only
global voice and data networks that allow users to establish
long-distance wireless connections but also infrared and
radio frequency technologies optimized for short-range

wireless connections. It is very similar to the use of wired
networks, but the biggest difference lies in the transmission
medium. Wireless technology replaces the network cable,
which can be used as a backup of the wired network [10].
The mainstream applications of wireless network are classi-
fied into wireless network and wireless local area network
(WLAN). The former, such as fourth-generation mobile net-
work, third-generation mobile network, or general packet
radio service (GPRS), is realized through public mobile com-
munication network [11]. Traditional wireless networks col-
lect and process large amounts of data, which is usually
achieved through relatively inefficient operations, and the
accuracy and availability of data cannot be guaranteed in
this process. However, with the development of AI technol-
ogy, the data collection capability of AI technology can effec-
tively improve the data collection performance of wireless
network. Using computer system to deal with the data prob-
lem of wireless network can get better application effect.

In this experiment, WLAN is the application of wireless
communication technology to connect computer devices,
constituting a network system that can communicate with
each other and realize resource sharing. A station (STA) is
an entity with wireless access capability, and access point
(AP) is an entity that uses wireless media (WM) to provide
STA with distributed system (DS) access to the local area
network [12]. WM is the transmission medium of WLAN.
The main function of WM is transmitting information
between WLAN entities. The main WM used is radio fre-
quency [13]. DS is not a necessary part of WLAN. However,
to realize the communication between WLANs and other
LANs, the APs of these WLANs must be connected in series
to expand the signal range of WLANs and provide commu-
nication services for STA of each WLAN. Therefore, the sys-
tem composed of AP series is a DS [14]. The basic structure
of a WLAN is shown in Figure 1.

The basic element of WLAN is basic service set (BSS).
STAs in the same BSS can communicate with each other
within the propagation range of WM [15]. BSS can be
divided into standalone BSS and infrastructure BSS. Inde-
pendent BSS do not require AP, and direct communication
between STAs is a temporary network for temporary use
only. In infrastructure BSS, STAs require to communicate
through APs. The STA is connected to the AP, and the
packet is transmitted to the AP, which then transmits the
packet directly to the target location, so that the infrastruc-
ture BSS can effectively reduce consumption [16]. DS is
linked to BSS and can also form an extended set of services
with a wider range of services. WLAN communication infor-
mation is transmitted through 802.11 MAC frames. Figure 2
(a) shows the specific type of 802.11 MAC frames. Figures 2
(b) and 2(c) show the frame structure and general frame for-
mat, respectively.

The data in WLAN is mainly transmitted in the form of
electromagnetic waves, and it is necessary of encryption
measures to protect the data security in the WLAN [17].
In the encryption authentication mode, the open system
authentication mode is empty authentication, which is basi-
cally not used. The wired equivalent protection authentica-
tion is that the terminal sends an authentication request to
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the AP, and the AP sends a random number to the terminal
after receiving the request. The terminal synthesizes the
received random numbers into a shared key for encryp-
tion, and then, the key is sent to the AP. The AP gets
the decryption key for decryption and compares it with
the original random numbers. If they are same, the
authentication is successful, while if they are different,
the authentication fails.

Computer information management system is the infor-
mation management and information system. It refers to a
human-machine system composed of computers and their
related and supporting equipment and facilities (including
networks); it collects, processes, stores, transmits, and
searches information according to certain application goals
and rules [18]. Information is the description of the motion
state and characteristics of things, while data is the physical
symbol of load information. An information system can help
business leaders obtain and analyze information about
decision-making quickly and help companies reduce uncer-
tainty and risk in decision-making. If there is insufficient
information, the fundamental basis for decision-making will
be lost. The information management is the process of col-
lection, transmission, processing, judgment, and decision-
making of information [19].

Computer information management system can effec-
tively organize relevant data and achieve dynamic and effi-
cient management [20]. The security protection of
computer information management system is a very impor-
tant part of management system. The deficiencies of wireless
LAN are reflected in the following aspects: (I) performance:
wireless LAN relies on radio waves for transmission, so it
will be hindered in the transmission process, affecting the
transmission performance of electromagnetic waves; (II)
transmission rate: the transmission rate of wireless channel
is much lower than that of wired channel and is only suitable
for personal terminals and small-scale network applications;
and (III) safety: radio signals are divergent and therefore
easy to listen to within the range of radio waves. With the
progress of computer network information technology, the
intrusion of hackers or viruses has also been improved,
and the network attack intrusion detection technology in
computer information management system has also been
greatly developed. Intrusion detection is a kind of security
technology that collects and collates network information,
analyzes the information, determines whether it is invaded

or attacked by someone using a certain method, and deals
with this special situation.

2.2. AI and DL. AI is a new technical science that researches
and develops theories, methods, technologies, and applica-
tion systems for simulating, extending, and expanding
human intelligence. As part of computer science, the pur-
pose of AI technology is generating a way to deal with
related problems in a manner similar to human intelligence.
The main application areas include robotics, language recog-
nition, image recognition, and natural language processing.
AI can simulate the information processing of human con-
sciousness and thinking, while at the beginning, AI systems
can only complete fixed tasks assigned by humans. If AI
systems are to be used to perform more intelligent tasks,
they will need to learn from different scenarios in the same
way that humans learn. After many training tasks, ML can
extract data features and calculate the results with relevant
algorithms [21]. Feature extraction is one of the problems
often encountered in ML implementation of AI, and DL
can solve this problem. DL is mainly adopted for automatic
data extraction by deep combination of simple features.

DL is a way to learn the internal rules and represent
levels of sample data. Such research has a good performance
in analyzing words, images, and sounds, so that the estab-
lished model can analyze problems like human. Compared
with traditional ML algorithm, DL algorithm has more
advantages in model building and feature data extraction.
With the development of DL, many problems in the devel-
opment of AI have been effectively dealt with [22]. While
AI gives machines intelligence, ML uses algorithms to ana-
lyze data and perform specific tasks. DL optimizes ML’s ear-
lier algorithm and is a better technique. The fusion of AI
technology and wireless network is in line with the trend
of the development of the times, and the fusion of the two
also has technical rationality. With the complexity of wire-
less data information, the data generated under wireless net-
work becomes more and more heterogeneous. Therefore,
relevant information needs to be collected from the source.
These data have different formats and complex correlation.
AI technology can better obtain and analyze these data,
improving the effectiveness and feasibility of data acquisi-
tion. This experiment is conducted to explore the feasibility
and effectiveness of the fusion of AI technology and wireless
network.

DS AP

STA 1

STA 2

WM STA 3

Figure 1: Structure diagram of WLAN.
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2.3. Back Propagation (BP) Neural Network, RNN, and Their
Derivatives. In the classical neural networks, the main learn-
ing methods of BP neural network are forward propagation
and back propagation [23]. In the BP neural network, the
generally used activation function is the sigmoid function,
which can convert the output of a hidden layer into a non-
negative value. It is shown in the following.

f xð Þ = 1
1 + e−x

: ð1Þ

In the forward propagation process of BP neural net-
work, the k-th input sample and output are as equation
(2). The input and output of hidden layer and output layer
neurons are expressed as equation (3), and the error func-
tion is defined as equation (4).

x kð Þ = x1 kð Þ, x2 kð Þ,⋯, xn kð Þð Þ,
do kð Þ = d1 kð Þ, d2 kð Þ,⋯, dn kð Þð Þ,

ð2Þ

802.11MAC frameTypes

Management frame

Data frame

Control frame

(a)

802.11MAC frame Frame header

Frame check sequence

Variable length frame

(b)

General Frame
Format

Frame control:2

Duration:2

Address 1:6

Frame check
sequence:4

Serial control:2

Address 4:6

Address 3:6

Frame: 0-2313

Address 2:6

(c)

Figure 2: Diagram of WLAN composition types. (a) 802.11MAC frame types. (b) Composition of the frame. (c) Framework of general
frame format.
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hih kð Þ = 〠
n

i=1
wihxi kð Þ − bh, h = 1, 2⋯ , pð Þ,

hoh kð Þ = f hih kð Þð Þ, h = 1, 2⋯ , pð Þ,

yin kð Þ = 〠
p

h=1
whohoh kð Þ − bo,

yoo kð Þ = f yio kð Þð Þ,

o = 1, 2⋯ , pð Þ,
o = 1, 2⋯ , pð Þ,

ð3Þ

e =
1
2
〠
q

o=1
d0 kð Þ − yoo kð Þð Þ2, ð4Þ

∂e
∂who

=
∂e
∂yio

∂yio
∂who

, ð5Þ

∂yio kð Þ
∂who

=
∂ ∑p

hwhohoh kð Þ − bo
� �

∂who
= hoh kð Þ, ð6Þ

∂e
∂yio

=
∂ 1/2∑q

o=1 do kð Þ − yoo kð Þð Þ� �2
∂yio

= ∂ do kð Þ − yoo kð Þð Þyoo kð Þ
= − do kð Þ − yoo kð Þð Þf yio kð Þð Þ = δo kð Þ,

ð7Þ

where ω is the weights, b is the threshold, e is the error func-
tion, hohðkÞ is the output of the hidden layer on the h-th
node, and yooðkÞ is the output of the output layer on the n
-th node. The training result is measured by the error func-
tion, and the weights must be corrected to reduce the error
function value. The smaller the error function value the
better, as shown in equation (8). After correction of the error
function, the connection weight is updated and the thresh-
old change equation is worked out like equation (9). The
final global error calculation equation is expressed as
equation (10).

∂e
∂hih kð Þ =

∂ 1/2∑q
o=1 do kð Þ − yoo kð Þð Þ2� �

∂h0h kð Þ
∂hoh kð Þ
∂hih kð Þ ,

∂e
∂hih kð Þ =

∂ 1/2∑q
o=q do kð Þ − f yio kð Þð Þð Þ2

� �
∂hoh kð Þ

∂hoh kð Þ
∂hih kð Þ ,

∂e
∂hih kð Þ =

∂ 1/2∑q
n=1 do kð Þ − f ∑p

h=1whohoh kð Þ − bo
� �2��� �

∂hoh kð Þ
∂hoh kð Þ
∂hih kð Þ ,

∂e
∂hih kð Þ = −〠

q

o=1
do kð Þ − yoo kð Þð Þf ′ yio kð Þð Þwho

∂hoh kð Þ
∂hih kð Þ ,

∂e
∂hih kð Þ = − 〠

q

o=1
do kð Þwhoð Þf ′ hih kð Þð Þ

 

∂e
∂hih kð Þ = δh kð Þ,

ð8Þ

Δwho kð Þ = −η
∂e

∂who
= ηδo kð Þhoh kð Þ,

wN+1
ho =wN

ho + ηδo kð Þhoh kð Þ,
Δbo kð Þ = η ∗ δo kð Þ,
Δbh kð Þ = η ∗ δh kð Þ,

ð9Þ

E =
1
2m

〠
m

k=1
〠
q

o=1
do kð Þ − yo kð Þð Þ2, ð10Þ

where who is the connection weight and η is the learning
rate. If the final error of the BP neural network reaches the
expected value, or the training reaches the maximum set
number of times, the training will be stopped. If the expected
value is not reached at last, the next round of training will be
performed. The RNN is a neural network for classification
tasks, in which the input is time series data. The neurons
in the network strictly follow the time change, and the spe-
cific structure diagram is shown in Figure 3.

x is the input layer, s is the hidden layer, U is the weight
matrix between the input layer and the hidden layer, o is the
output layer, and V is the weight matrix between the hidden
layer and the output layer. The value of s is determined by
the current input and the previous hidden layer. Usually,

o

s

x

V

U

ot

st

xt

V

U

ot+1

st+1

xt+1

V

U

W

ot–1

st–1

xt–1

V

U
W

W

Figure 3: Structure diagram of RNN.
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the unit state of RNN at time t and the RNN output node are
defined as the linear functions in

h tð Þ = g s t−1ð Þ, x tð Þ,W, V
� �

,

o tð Þ = g Vstð Þ = vh tð Þ + c:
ð11Þ

h stands for the system state of RNN, g is the activation
function, and c and v are the weight coefficients. The state of
each unit of the RNN is affected by the state of the current
moment and the previous moment, and the cyclic unit of
the next moment is constrained by the output of the previ-
ous moment. The overall connection is carried out at last.
The prediction model is constructed through the input and
output of RNN, which is expressed as equation (12); the net-
work output mode of RNN is as equation (13).

h tð Þ = f uh t−1ð Þ +wX tð Þ + b
� �

,

h tð Þ = f uo t−1ð Þ +wX tð Þ + b
� �

,

h tð Þ = f uX t−1ð Þ +wh t−1ð Þ + Ry t−1ð Þ
� �

,

ð12Þ

ot = g Vstð Þ,
ot =Vf Uxt +Wf Uxt−1 +Wst−2ð Þð Þ,

ot =Vf Uxt +Wf Uxt−1 +Wf Uxt−2 +Wst−3ð Þð Þð Þ,
ot = Vf Uxt +Wf Uxt−1 +Wf Uxt−2 +Wf Uxt−3+⋯ð Þð Þð Þð Þ:

ð13Þ
LSTM is a kind of temporal recurrent neural network,

which is specially designed to solve the long-term depen-
dence problem existing in general RNN. All RNNs have a
chain form of repeating neural network modules. LSTM
neural network, as a derivative of RNN, has a more complex
internal structure, and the control and training of the model
are realized by adding gate structure [24]. LSTM is a type of
neural network that contains LSTM blocks or other neural
networks. It is also described as a structure with intelligent
network units that can remember values of varying lengths
of time. There is a gate in the block that determines whether
the input is important enough to be remembered and
whether it can be output. Gate structure is mainly composed
of input gate, output gate, and forget gate. LSTM neural net-
work has cell storage structure, but RNN does not. LSTM
neural network can process the data that needs to be remem-
bered and determine the forgotten information by activation
function. These results are output through the output gate
and the forward propagation is shown in

f t = σ Wf ∗ ht−1, xt½ � + bf
� �

,

it = σ Wi ∗ ht−1, xt½ � + bið Þ,
ot = σ Wo ∗ ht−1, xt½ � + boð Þ,

Ct ≈ tanh WC ∗ ht−1, xt½ � + bCð Þ,

ð14Þ

where xt is the current input, ht−1 is the unit information at
the last moment, and f t is the forgetting function. The back
propagation of LSTM neural network is more complicated,
and the chain derivation of the LSTM is described as equa-
tion (15). lðtÞ is the hypothetical loss function, hðtÞ is the
output, yðtÞ is the true label, L is the back propagation loss,
and T is the entire time series.

l tð Þ = f h tð Þ, y tð Þð ÞÞ = h tð Þ − y tð Þk k2,

L = 〠
T

t=1
l tð Þ,

dL
dw

= 〠
T

t=1
〠
M

i=1

dL
dhi tð Þ

dhi tð Þ
dw

= 〠
T

s=1

dl sð Þ
dhi tð Þ

=
dL sð Þ
dhi tð Þ

:

ð15Þ

GRU is a highly effective variant of LSTM network.
Compared with the structure of LSTM, the structure of
GRU model is simpler and has a good effect. Since GRU is
a variant of LSTM, it can also solve the long dependency
problem in RNN networks. Moreover, GRU requires less
computation and is concise [25]. The essence of GRU is also
a special RNN, in which the activation function in the RNN
is replaced by a gated cyclic neural network structure. Three
gate functions are introduced in LSTM, including input gate,
forget gate, and output gate, to control input value, memory
value, and output value. In the GRU model, there are only
two gates, namely, the update gate and the reset gate. Based
on LSTM neural network, the input gate and the forget gate
are combined into an update gate, which reduces the train-
ing parameters and improves the convergence speed [26].
The status update of GRU is shown in

rt = σ Ur ∗ xt +Wr ∗ ht−1 + brð Þ,
zt = σ Uz ∗ xt +Wz ∗ ht−1 + bzð Þ,

ct = φ Uc ∗ xt +Wc ht−1 × rtð Þ + bcð Þ,
ht = zt × ht−1 + 1 − ztð Þ × ct:

ð16Þ

2.4. Construction of Intrusion Detection Model of WLAN
Information Management System under RNN. An intercep-
tion device is designed to generate a traffic sequence describ-
ing the LAN. The interceptor receives air interface data of
the target network and uses the collected data in the form
of message authentication code (MAC) frames to construct
a traffic sequence dataset of the WLAN. Intrusion detection
of WLAN information management system under RNN
realizes WLAN status classification and identification by
associating traffic sequence with status information [27].
The specific model structure of classification prediction is
shown in Figure 4. The collected data is entered into the
RNN model and classified output, which is finally taken as
the output result of the model.

The input layer of the entire neural network is the
sequence embedding layer, and the traffic sequences of
WLAN are divided into subsequences and transmitted to
the hidden layer in order. The expression results of the
RNN hidden layer enter the classification representation
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layer, which is represented as category information by the
classification representation layer [28]. For such a multiclas-
sification, the prediction results of the RNN are processed
using the softmax unit, as expressed in

z =WTh + b,

softmax zð Þi =
exp zið Þ
∑ jz j

,

log softmax zð Þi = zi − log〠
j

exp zj
� �

,

ð17Þ

where z is the predicted log probability, W is the weight
matrix, h is the output, b is the bias matrix, and i and j are
the category subscripts. RNN unit is established according
to the LSRM neural network and the GRU structure, and
different models are constructed. The performance of differ-
ent models is compared through experiments, to determine
the best detection method. The methods of the two classifi-
cation prediction models are as follows. The objective loss
function is obtained using the categorical cross-entropy, as
expressed in

J = −〠
n

i=1
〠
m

j=1
ŷij log yij, ð18Þ

where J is the original objective function, ŷij is the predicted
probability distribution, i is the number of samples, j is the
number of classifications, and y is the sample distribution.
As the L2 weight decay and dropout regularization are
applied to constrain the learning process, the generalization
error in the learning process can be reduced, and the model
has a good generalization effect [29]. The L2 regularization
strategy selects 10-6 weight decay, and the objective function
is modified as equation (19). The process of dropout regular-
ization in the LSTM neural network model is shown as equa-
tion (20).

J
~
W ; x, yð Þ = J W ; x, yð Þ + α

2
WTW, ð19Þ

at = φ Ua ∗D xtð Þ +Wa ∗ ht−1 + bað Þ,
it = σ Ui ∗D xtð Þ +Wi ∗ ht−1 + bið Þ,
f t = σ U f ∗D xtð Þ +Wf ∗ ht−1 + bf

� �
,

ot = σ Uo ∗D xtð Þ +Wo ∗ ht−1 + boð Þ,
ct = at × it + ct−1 × f t ,

ht = φ ctð Þ × ot ,

ð20Þ

where J~ is the objective function after the regularization
strategy, α is the weight decay parameter, W is the weight
parameter affected by regularization, and D is the dropout
operation. The Adam random optimization algorithm is
adopted as the optimization algorithm. The early stopping
method is used to terminate the model learning process in
advance, to ensure the best generalization performance of
the model.

2.5. Experiment and Evaluation Methods. The logistic regres-
sion classifier is selected for comparison of LSTM neural net-
work model and GRU model. The area under curve (AUC)
indicator is adopted as the main evaluation criterion, to evalu-
ate the generalization ability of the classifier. For a positive and
negative sample pair D ðD+,D−Þ, true positive rate (TPR), and
false positive rate (FPR), AUC is expressed as

TPRD =
TPD

TPD + FND
,

FPRD =
FPD

TND + FPD
,

AUC =
1

p + n
〠

x+∈D+
〠

x−∈D−
1 truef g f x+ð Þ > f x−ð Þð Þ
�

−
1
2
1 truef g f x+ð Þ = f x−ð Þð Þ

�
,

ð21Þ

where TPD (true positive) is the number of true positive exam-
ples, FND (false negative) is the number of false negative
examples, TND (true negative) is the number of true negative
examples, FPD (false positive) is the number of false positive
examples, p is the number of positive examples, n is the num-
ber of negative examples, 1ftrueg is the indicator function, and
f is the classifier. For category A, TPA is the number of sam-
ples correctly classified into category A, FPA is the number

Sequence embedding layer

x1 x2 xt…

RNN hidden layer Classification 
representation layer

y

Figure 4: Structure diagram of specific classification prediction model.
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Figure 6: Comparison of LSTM and GRU models. (a) Comparison of experimental results of LSTM model. (b) Comparison of results of
GRU model.
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Figure 5: Comparison of the experimental results of the LR model.
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of samples incorrectly classified into category A, and FNA is
the number of samples incorrectly classified into other catego-
ries. In equation (22), RA is the recall ratio, and PA is the
precision ratio.

PA =
TPA

TPA + FPA
,

RA =
TPA

TPA + FNA,

F1 =
2pr
p + r

:

ð22Þ

The intrusion detection system is established under the
RNN, to construct the security protection system of the com-
puter information management system, realize the intrusion
detection for WLAN, and improve the security performance
of the system. The front-end model is constructed by using
the cloud, terminal, and control site structure. The cloud is
arranged in the server, the control site is implemented by a
web page, and the terminal involves in and monitors WLAN
with a smart device. Positive data collection and user manage-

ment are carried out in the cloud. Intrusion detection results
and user interaction instructions are directly presented to
users at the control site. The terminal has a monitoring mod-
ule, which is for data and results processing and
communication.

3. Results and Discussion

3.1. Comparison of Experimental Results of Various Intrusion
Detection Models under Neural Networks. Figure 5 displays
the comparison chart of the experimental results of the log-
ical regression (LR) model.

Figure 5 shows the results of LR model and the LR model
applied with the L2 regularization strategy. The micro-AUC
and macro-AUC indicators of the LR model reach 0.8854
and 0.8324, respectively, while those of the LR-L2 model
reach 0.8836 and 0.8315, respectively. It is suggested that
the LR model has a better generalization ability. The macro
F1 and micro F1 of the LR model are 0.7256 and 0.8236,
respectively; and those of the LR-L2 model are 0.7214 and
0.8211, respectively. The classification accuracy of the LR
model is better.
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Figure 7: Result comparison of the simulation experiment of GRU model. (a) Comparison of the error of GRU model. (b) Comparison of
macro-AUC of GRU model. (c) Comparison of micro-AUC of GRU model.
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Figure 6 shows the comparison of the experimental
results between the LSTM neural network model and the
GRU model.

It can be found from Figure 6(a) that in the LSTM
model, the micro-AUC and macro-AUC of reach 0.9915
and 0.9926, respectively. In the other three models, the
LSTM model applied with the dropout regularization strat-
egy gives the best AUC indictors, as the macro-AUC and
micro-AUC of the long short-term memory-dropout
(LSTM-DO) model are 0.9886 and 0.9894, respectively.

The LSTM neural network model without regularization
strategy generalizes better. Moreover, the macro F1 and
micro F1 of the LSTM model are computed as 0.9925 and
0.9936, respectively, and its classification accuracy is also
the highest. In each model of GRU in Figure 6(b), the macro
F1 and micro F1 of GRU are 0.9916 and 0.9902, respectively,
which also has a high classification accuracy. As all models
are compared, the LSTM neural network model is presented
to be the best, and the performance is improved by about
17% compared to micro F1 of the LR model.
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Figure 8: Experimental result comparisons of LSTM and GRU models. (a) Comparison of precision ratio. (b) Comparison of recall ratio.

10 Wireless Communications and Mobile Computing



3.2. Result Analysis of Intrusion Detection Classification
Models under Neural Network Models. Figure 7 shows the
learning curves of LSTM neural network model and GRU
prediction model.

In Figure 7, GRU errors in Figure 7(a) decrease continu-
ously with the increase of training period, and there are dif-
ferences in errors among different methods. In Figure 7(b),
the macroscopic AUC values of different GRU models fluc-
tuate greatly, and the value of GRU-DO-L2 is relatively low
in the initial stage. In Figure 7(c), the difference of micro-
AUC of different GRU models is small. Therefore, when
the model does not adopt the regularization strategy, the
curve fluctuation is large, and after the regularization strat-
egy is adopted, the fluctuation decreases. As the number of
training rounds increases, the generalization performance
of the regularization model improves and the error
decreases. In the absence of regularization strategy, the gen-
eralization ability of the model decreases, but the error
increases. However, the model using regularization strategy
has little improvement in classification performance, so
there is no need to use regularization strategy, and the early
stop method can be adopted.

Figure 8 displays a detailed comparison of the experi-
mental results of the LSTM and GRU models.

It can be discovered from Figure 8 that both LSTM and
GRU have high performance in the comparisons of the pre-
cision ratio and recall ratio. Although the LSTM model has
better classification performance than the GRU model, the
performance gap is not large. The convergence speed of
the GRU model is faster than that of the LSTM model.
The GRU model is simpler and has fewer parameters, so
the calculation amount is smaller and the speed is faster.
Therefore, it is better to choose GRU as the classification
prediction model in intrusion detection, and it can be
applied to some devices with limited computing power.

4. Conclusions

To address the security system problem of computer infor-
mation management system, an AI-based wireless network
front-end model is proposed. The intrusion detection system
is constructed in the computer information management
system, which improves the security performance of the
computer information management system. Firstly, accord-
ing to the different structure and characteristics of neural
network, intrusion detection models under LSTM and
GRU are established, respectively. Experiments show that
the generalization ability of the model can be further
improved by using L2 weight attenuation and dropout regu-
larization strategies, but the performance improvement is
not notable. Therefore, the regularization strategy can be
replaced by the early stop method. Compared with the exist-
ing classification models, the classification accuracy of the
neural network model is improved by about 17%, which
can achieve good detection performance. Finally, after
LSTM model is compared with GRU model, GRU model
with less computation is selected. However, there are still
some shortcomings in the research, the dataset and algo-
rithm should be further optimized, and the accuracy of the

design method for intrusion detection should be improved.
The subsequent work will further improve the performance
of the design method combined with wireless network and
further applied to the actual computer information manage-
ment research.
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