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This study proposed an evaluation model of mathematics teaching quality under recurrent neural network for the sake of making
the evaluation model of mathematics teaching quality have good fault tolerance. This model decomposes the initial data sequence
of mathematics teaching quality evaluation into high- and low-frequency sequence by wavelet analysis and reconstructs it by using
phase space. After introducing the recurrent neural network model, the data is reconstructed after model training, and the data
mining is carried out for the evaluation of mathematics teaching quality. In the process of constructing the evaluation model,
the evaluation index system should be constructed based on three dimensions firstly, and the evaluation index of association
rules should be defined, so as to realize deep dig of data and obtain the phase space distribution of data and then carry out the
constraint test of parameters to evaluate the mathematics teaching quality scientifically and accurately. After verification, it is
known that the average values of training error and test error of the model proposed in this paper are 3.02% and 2.61%, and
the average values of absolute error and relative error are 0.58 and 3.82%. This model can retain the valid data information in
the initial sequence, and the evaluation results of mathematics teaching quality are relatively ideal, which greatly improves the
efficiency and level of mathematics teaching.

1. Introduction

As an important part of college mathematics teaching, the
evaluation of mathematics teaching quality can reflect the
teaching effect more truly and comprehensively and plays an
important role in adjusting the teaching plan and carrying
out the teaching work better. Evaluation of college mathemat-
ics teaching quality refers to the process of observing the
teaching process of mathematics teachers and making value
judgment according to certain standards [1–3]. The results
of teaching quality evaluation will be an important basis for
the evaluated to improve their skills and the decision-making
of relevant departments. At present, all colleges have fully real-
ized the importance of carrying out teaching quality evalua-
tion and put it in the first place of teaching management [4].
Qualitative rating method [5], quantitative evaluation method
[6], and combination of qualitative evaluation and quantita-
tive evaluation method are three kinds of teaching quality

evaluation methods that are widely used at present [7]. These
evaluation methods have their own unique evaluation advan-
tages and application scope, but in the detailed application
process, the optimal evaluation methods should also be
selected in combination with the actual evaluation needs and
evaluation purposes. Reference [8] designs the quality evalua-
tion model of mathematics teaching mode reform in colleges
and universities by using genetic algorithm and optimizes
the evaluation effect of the completion of comprehensive
objectives based on the principle of simulated annealing algo-
rithm, which can ensure the accuracy and effectiveness of the
evaluation results. Reference [9] analyzes the application of
fuzzy mathematics and machine learning algorithm in the
evaluation model of educational quality. The experiment
results show that this model realizes the scientific and compre-
hensive evaluation of mathematics teaching quality. Reference
[10] constructs the quality record model of English test prep-
aration based on the decision tree and uses the conjugate
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decision limit working process to promote the extraction of
data reflecting the quality attributes of English education, so
as to realize the quality evaluation method of English test
preparation.

However, the above methods are easily disturbed by the
external environment in the process of practical application,
resulting in low accuracy and poor efficiency of the evalua-
tion results. In order to solve these problems, based on the
data mining of mathematics teaching quality evaluation
based on recurrent neural network, this paper uses the big
data analysis method to construct the mathematics teaching
quality evaluation model, realize the scientific evaluation of
mathematics teaching quality, optimize the teaching mode,
and improve the teaching effect based on the evaluation
results.

2. Data Mining of Evaluation of Mathematics
Teaching Quality under Recurrent
Neural Network

2.1. Data Sequence Reconstruction of Evaluation of
Mathematics Teaching Quality by Wavelet Analysis

2.1.1. Wavelet Analysis Principle. Wavelet analysis is mainly
used to analyze time-frequency signals [11, 12]. It is a func-
tion that can attenuate to 0 in the shortest time, with exis-
tence and oscillation. The description formula is

Ua,b tð Þ = aj jU t − b
a

� �
, ð1Þ

where Ua,bðtÞ and Uð⋅Þ represent subwavelets and base
wavelets, respectively, and a and b represent scale and time
factors, respectively.

If Ua,bðtÞ can satisfy formula (1), the wavelet variation
formula of energy limited signal f ðtÞ is

f tð Þ = aj j�U t − b
a

� �
, ð2Þ

where �UðtÞ represents complex conjugate function. Formula
(2) verifies that wavelet transform can decompose signals
according to different scales, which is equivalent to filtering
signals with different filters.

Suppose f ðiΔtÞ is a discrete signal, where Δt represents
the sampling interval. When fi = 1, 2,⋯,ng, the discrete
expression formula of formula (2) is

f ′ tð Þ = aj j〠
n

i=1
f iΔtð Þ�U iΔt − b

a

� �
: ð3Þ

According to the discrete calculation formula, the signal
decomposition and reconstruction can be realized.

2.1.2. Decomposition and Reconstruction of Data Series for
Mathematics Teaching Quality Evaluation. Assuming that
fxðtÞg represents the data sequence of mathematics teaching

quality evaluation, the decomposition algorithm is

Di tð Þ = 〠
n

k=1
h kð Þxi−1 t + kð Þ, ð4Þ

where hðkÞ represents the discrete low-pass function in the
filter.

The analysis of discrete wavelet is used to identify all
sequence features. The initial sequence of reconstructed
mathematics teaching quality evaluation data is

x tð Þ =Di tð Þ + 〠
n

i=1
f iΔtð Þ: ð5Þ

According to the calculation result of formula (5), the
decomposition and reconstruction of mathematics teaching
quality evaluation data are realized.

2.2. Data Mining Method for Mathematics Teaching Quality
Evaluation. As a kind of neural network, the connections
between nodes in recurrent neural network constitute a
directed graph along the practice sequence, which has time
dynamic behavior [13]. Its core is a directed graph, which
contains chained elements. According to the principle and
characteristics of recurrent neural network, the evaluation
model of college mathematics teaching quality is con-
structed. Through in-depth mining of data, the evaluation
work can be implemented more effectively, and the evalua-
tion data can be more scientific and comprehensive, so that
the evaluation efficiency of final teaching quality is
improved.

2.2.1. Principle of Recurrent Neural Network. The self-
feedback neuron is substituted into the recurrent neural net-
work (RNN) [14, 15], which enables the RNN to generate
the function of memory data, so as to mine the correlation
characteristics of samples through the correlation detection
of existing time series and current time series.

The sequence structure diagram of the recurrent neural
network is shown below.

In Figure 1, the duration state points of RNN training
are t, t − 1, t + 1, respectively, and the input vector at time t
is Xt , the hidden layer vector is ht , and the output vector is
Yt . The three vectors connect and share each other’s weights
at different times, which can effectively reduce the amount of
RNN parameters.

The output value Xt neuron and the hidden layer neuron
at time t − 1 jointly determine the current hidden layer value
ht , that is,

ht = g wXt +wht−1 + cð Þ, ð6Þ

where gð⋅Þ represents the activation function, the bias vector
is represented by c, and the timing weight of recurrent neu-
ral network is represented by w.
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Select the rectifier linear unit activation function [16],
namely,

g ⋅ð Þ =
0, x ≤ 0,

x, x > 0:

(
ð7Þ

The feature vector is transformed into category probabil-
ity distribution by softmax function [17, 18]; then,

Yt = Phtg wXt +wht−1 + cð Þ, ð8Þ

where P represents the output probability, which is greater
than 0 and less than 1. According to the output value of cat-
egory probability distribution, generate cyberspace and com-
plete high-quality and high-precision data mining.

2.2.2. Construction of Data Mining Model for Data Teaching
Quality Evaluation. Through wavelet analysis, decompose
and reconstruct the initial sequence of preprocessed mathe-
matics teaching quality evaluation data, obtain the different
high- and low-frequency sequences, reconstruct the network
phase space with the new sequence, use the newly generated
data for the training data of recurrent neural network, and
construct the data mining model of evaluation of mathemat-
ics teaching quality. The model structure is shown in
Figure 2.

The specific steps of building the model shown in
Figure 2 are as follows.

Step 1. Standardize and unify the past data information of
mathematics teaching quality evaluation in colleges and save
the minimum and maximum values.

Step 2. Carry out wavelet decomposition for the average
annual mathematics teaching quality evaluation sequence,
and carry out single branch reconstruction according to the
decomposition size [19], so as to obtain the coefficients of
the reconstructed sequence, reconstruct the repeated branch-
ing coefficients, and form high- and low-frequency sequences
finally. Among them, the high-frequency sequence saves
information, and the low-frequency sequence describes the
change trend of the initial sequence of mathematics teaching
quality evaluation data.

Step 3. Set the reconstructed delay value, reconstruct the
high- and low-frequency sequences, and generate data infor-
mation related to evaluation of mathematics teaching
quality.

In the process of constructing the data mining model,
when using the initial evaluation data sequence fxðtÞg, the
phase space reconstruction processing is adopted first, and
the sequence is transformed into a matrix into nin ×mre,
where nin represents the data latitude and mre represents
the sample value, and then, the matrix structure is

X =

x1x2 ⋯ xnin
x2x2 ⋯ xnin+1

⋮⋮⋯⋮

xmre
xmre+1 ⋯ xnin+mre−1

2
666664

3
777775, ð9Þ

Y =

ynin+1

ynin+2

⋮

ynin+mre

2
666664

3
777775: ð10Þ

Step 4. Set the number of hidden layers and nodes, learning
rate, activation function, and other parameters of the recur-
rent neural network, and use multiple groups of training
data to train the RNN mining model.

Step 5. Mine the samples by using the trained model and
superimpose all the mining values; that is, complete the data
mining of evaluation of college mathematics teaching quality.

3. Implementation of Mathematics Teaching
Quality Evaluation

Combined with the evaluation model constructed above, the
evaluation of college mathematics teaching quality can be
carried out through the following two steps: constructing
the index system and completing the mathematics teaching
quality evaluation.

3.1. Establishment of Evaluation Index System. Aiming at the
four main components of the mathematics teaching model,
this study selects three dimensions of mathematics teaching:
before, during, and after to construct the evaluation index sys-
tem of teaching quality. The selection of evaluation indicators
is complex. Firstly, the evaluation index system of mathemat-
ics teaching quality can be preliminarily constructed by expert
interview method [20, 21], then the key evaluation indexes
should be optimized, and finally, the weight of different evalu-
ation indexes can be clarified by AHP. The construction flow
chart of evaluation index system is shown in Figure 3.

Combined with the above figure, it can be seen that the four
evaluation indicators are applied based on the dimension of
before mathematics teaching, namely, investment, participa-
tion, learning ability, and guidance. In the process of mathemat-
ics teaching, the four evaluation indexes of input, participation,

ht-2

Xt-1

ht-1

Yt-1

Xt

ht

Yt

Xt+1

ht+1

Yt+1

ht+2

Figure 1: Schematic diagram of RNN timing structure.
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learning ability, and contribution are applied. After the comple-
tion of mathematics teaching, the three evaluation indexes
applied are knowledge transfer, real-time evaluation, and ability
improvement.

The evaluation index system of mathematics teaching
applies the method of combining qualitative and quantita-
tive evaluation and realizes the comprehensive evaluation
and monitoring of the teaching state [21].

3.2. Evaluation of Mathematics Teaching Quality Based on
Big Data Analysis

3.2.1. Evaluation Index Data Fusion. Through the feature
extraction method of association rules, the association rules
are extracted according to the evaluation index data of math-
ematics teaching quality [22], and the phase space distribution
W of big data is established, which can be regarded as a judg-
ment matrix n ×m. ρq and PðniÞ are used to represent the
characteristic distribution vector and probability distribution
function, respectively, so as to realize the effective fusion of
evaluation index data of mathematics teaching quality [23,
24]. When constructing the regression analysis model of data,
it is necessary to make statistical analysis on the data related to
the evaluation index of mathematics teaching quality under
the method of regression analysis and clarify the data associa-
tion rules. The calculation formula is

y tð Þ = ρq 〠
n

i=0
θP nið Þsi tð Þ: ð11Þ

In the above formula, the number of interference items
and the probability distribution of the evaluation index are
expressed by siðtÞ and θ. The membership function in the
fuzzy comprehensive evaluation of teaching quality evaluation

Annual average mathematics teaching quality 
evaluation sequence

High frequency 
sequence

High frequency 
sequence

High frequency 
sequence

High frequency 
sequence

RNN mining model

High frequency 
sequence mining value

High frequency 
sequence mining value

High frequency 
sequence mining value

High frequency 
sequence mining value

Overlay mining value

Final mining value

Wavelet decomposition and single branch 
reconstruction

…

…

Figure 2: Structure diagram of data mining model for mathematics teaching quality evaluation.
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Figure 3: The construction flow chart of evaluation index system
of mathematics teaching quality.
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data can be determined through the following formula, which
is specifically expressed as

R = l〠
n

i=0
R ið Þ
s , dγn

� �
+ y tð Þ, ð12Þ

where RðiÞ
s represents the distribution characteristic quantity of

big data, dγn represents the number of data reconstruction, and
l represents the evaluation iteration coefficient. According to the
above analysis, the fusion formula of evaluation index data of
mathematics teaching quality can be obtained as follows:

G tð Þ =w min R + Ytf g: ð13Þ

The fusion of big data related tomathematics teaching qual-
ity evaluation indicators can be realized by using formula (13).

3.2.2. Implementation of Mathematics Teaching Quality
Evaluation. In addition to the data fusion processing of math-
ematics teaching quality evaluation indicators, it is also neces-
sary to analyze and explain parameters and control variables
with the help of constraint analysis method [25, 26], so as to
effectively implement teaching evaluation. δ is the implicit
state in the evaluation process, and η is the observation state
in the evaluation process, so as to determine the fuzzy numer-
ical function. The calculation formula is

M = η〠
n

i=1
δG tð Þ: ð14Þ

Under the above formula, the limited large data set related
to the evaluation index can be obtained by combining the data
mining technology of joint association rules. At the same time,
support vector machine learning method and adaptive learn-
ing thinking can be used to clear the feature relationship of
quantitative evaluation.

Q tð Þ = η〠
n

i=1
δG tð Þesi tð Þ: ð15Þ

Using the optimization model of support vector machine
classification algorithm, the mathematics teaching quality eval-
uation data can be evaluated and classified. The final evaluation
result of mathematics teaching quality can be obtained by
method of average statistics. The objective function is described
below:

min =w〠
n

i=1
δG tð Þesi tð Þ + YT

t : ð16Þ

Using the above process, we can complete the evaluation of
mathematics teaching quality.

4. Experimental Analysis

4.1. Preparation for Experiment. In the experimental testing
of the model proposed in this study, the distribute cluster

carrying relevant evaluation data needs to be constructed
first to make the evaluation data have good scalability. The
cluster adopts the form of sharding+replica sets and adopts
three hosts (server A, server B, and server C) to realize the
replication sets of two mathematics teaching quality evalua-
tion in the distributed cluster, which are marked as set 1 and
set 2, respectively.

In the logical structure shown in Figure 4, the model
node uses the 64 bit of CentOS 7. X series operating system.
The host IP address and port settings are shown in the fol-
lowing table.

According to the host IP address and port shown in
Table 1, select the server with CPU of 2.40GHz, i5-6200u,
and hardware storage of 2.0 g. The configuration of the three
servers is the same. Prepare the number of mathematics
teaching quality evaluation data samples required for the
experiment, and divide the mathematics teaching quality
evaluation into different class attribute codes. The prepared
data sets are shown in Table 2.

Using the sample data of teaching quality evaluation in
the above table, experiments are carried out using reference
[8] genetic algorithm evaluation model, reference [9] fuzzy
mathematics and machine learning algorithm evaluation
model, and mathematics teaching quality evaluation model
based on recurrent neural network.

4.2. Experimental Results. In the process of processing a large
number of evaluation data under different indicators, nor-
malization processing method is used to complete the data
processing task more quickly and efficiently. The data nor-
malization formula is shown as follows:

x = x − xmin
xmax − xmin

: ð17Þ

In formula (17), the maximum value of the initial
sequence is represented by xmin and the maximum value of
the initial sequence is represented by xmax.

For the initial sequence, wavelet classification and the
single branch reconstruction experiment can be carried out

Set 1 Set 2

Server A

Server B

Server CServer C

Server B

Server A

Router

Client Config

Figure 4: Logic structure.
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by wavelet transform analysis. The specific results are shown
in Figure 5.

According to the figure above, it can be seen that the
high-frequency sequence captured after splitting and recon-
struction can reduce the interference to the initial sequence,
which can significantly reduce the number of parameters
and greatly improve the convergence, so as to retain the
effective information in the initial sequence.

Based on the training samples and test samples, 1000 data
samples are selected, and three methods are used to compare
the effect of data mining in the evaluation of mathematics
teaching quality. The test results are shown in Figure 6.

According to the above figure, it can be found that in the
training and test results of data samples for mathematics
teaching quality evaluation, the training and test error by
using this method is the smallest, the average values of train-
ing error and test error are 3.02% and 2.61%, respectively,
and the value of the former is lower than that of reference
[8] and reference [9], indicating that this paper has good
application value of data mining for mathematics teaching
quality evaluation. The main reason is that this paper uses
recurrent neural network to process the sample data, which
improves the evaluation performance.

Taking mathematics teaching before, during, and after
mathematics teaching as the test content, this paper com-
pares the fitting degree of the three methods between the
evaluation results of mathematics teaching quality and the
set results. The results are shown in Figure 7.

According to the figure, the final evaluation accuracy of
the mathematics teaching quality evaluation model based on
recurrent neural network proposed in this study is relatively
high, and the evaluation results are in good consistency with
the set results, which is obviously better than the evaluation
methods in references [8, 9]. This fully shows that the evalua-
tion model proposed in this study has good performance and
can accurately evaluate the quality of mathematics teaching.
The main reason is that this method reconstructs and decom-
poses the mathematics teaching quality evaluation in advance,
improves the quality and accuracy of the data in the input
evaluation model, and further optimizes the fitting effect.

The model proposed in this study is also applied to test
and analyze the effectiveness of big data fusion of evaluation
index under the set experimental environment. The big data
fusion efficiency test results of this model are shown in
Figure 8 under the condition of the amount of data related
to different evaluation indicators.

It can be found from the above figure that in the mathe-
matics teaching quality evaluation index system constructed
in this study, the data of different dimensions show high
fusion efficiency. When the total amount of data of each
dimension is 5000, the fusion time of three-dimensional data
is within 800ms. Therefore, it can be explained that this

Table 1: IP address and port of experimental host.

Host IP address Service port

Service A 192.168.118.100

Mongod shard 1-1:35046 priority:2

Mongod shard2-1:35045 arbiteronlyarue

Mongod config 1:18000

Service B 192.168.118.101

Mongod shardl-2:35405 priority:l

Mongod shard2-2:35047 priority:l

Mongod config 2:19000

Service C 192.168.118.102

Mongod shard 1-3:26057 arbiteronlyarue

Mongod shard2-3:26706 priority:2

Mongod config 3:20000

Table 2: Number of samples prepared for the experiment.

Class attribute code
Number of samples (group)

Data set 1 Data set 2

0 1002 488

1 989 499

2 980 406

3 1008 456

4 978 508

5 996 358

6 1026 438

7 968 368

8 958 410
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Figure 5: Schematic diagram of high-frequency sequence
comparison.

6 Wireless Communications and Mobile Computing



method can quickly fuse the data in each dimension, which
significantly improves the evaluation level of mathematics
teaching quality and is of great help to improve mathematics
teaching efficiency.

Compare the overall efficiency of this method and the
evaluation methods in references [8, 9]. The comparison
results are shown in Figure 9.

According to the figure above, it can be seen that there
are certain differences in the overall efficiency of the above
three different evaluation methods, among which the evalu-
ation model proposed in this study takes the shortest time,
less than 1.2 s. The average time of reference [8] method is
the longest, which is about 1.0 s higher than that of this
method. The method of reference [9] has the largest time
fluctuation, and the average time is about 0.9 s higher than
that of this method. The above data fully shows that this
method has high evaluation efficiency.

In this study, four students are selected to carry out the eval-
uation by using the evaluation model of mathematics teaching
quality based on recurrent neural network, and the mathemat-

ics teaching model was adjusted and reformed according to the
final evaluation results, so as to improve the teaching efficiency.
Take the grades as an example. Compare the changes in math-
ematics scores within one academic year after adopting the
method in this paper (compare the total scores at the end of
the same academic year). The specific results are as follows.

According to the analysis of Table 3, after adopting the
method in this paper, the overall performance of mathematics
performance has been continuously improved, the mathemat-
ics teaching achievement has been significantly improved in
the last semester, and the growth of mathematics teaching
results in the next semester is at a stable level. After using this
model to evaluate the mathematics teaching quality and opti-
mizing the mathematics teaching mode, the improvement in
mathematics scores reached 10 points or more. It shows that
the evaluationmodel proposed in this study has good practica-
bility and effectiveness and is worthy of wide promotion.

Reference [8] method
Paper method

100 200 300 400 500 600 700 800 900
Data (piece) 

15

25

5

10

20

0
1000

Reference [9] method
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ro

r (
%

)

(a) Training error comparison results

Reference [8] method
Paper method

100 200 300 400 500 600 700 800 900
Data (piece) 

15

25

5
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20

0
1000

Reference[9] method
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ro

r (
%

)

(b) Test error comparison results

Figure 6: Schematic diagram of error comparison results.
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5. Conclusion

Based on the decomposition and reconstruction of the initial
sequence of mathematics teaching quality evaluation by wavelet
transform, this paper substitutes it into the cyclic neural net-
work model to carry out data training and construct the math-
ematics teaching quality evaluation model. This method has
better fault tolerance, stronger approximation ability, and
anti-intrusion ability and has good mining and generalization
ability. Experiments show that the performance improvement
of the mathematics teaching quality evaluation method pro-
posed in this paper has reached 10 points or more, and the
application teaching quality is good, which is worthy of wide
promotion. In the next step, it can be applied to multiple

departments ofmultiple colleges and universities for application
experiments, so as to further improve the universal teaching
quality of the practical application of this method.
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