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The architecture employed by most of the researchers for the deployment of latency-sensitive Internet of Things (IoT)
applications is fog computing. Fog computing architecture offers less delay as compared to the cloud computing paradigm by
providing resource constraint fog devices close to the edge of the network. Fog nodes process the incoming data by utilizing
available resources which reduces the volume of data to be sent to the cloud server. Fog devices having dissimilar processing
capabilities are present in a system. The connection of suitable sensor nodes to the parent fog node plays an essential role in
achieving the optimum performance of the system. In this paper, we have designed an algorithm that dynamically assigns
appropriate sensor devices to fog nodes to achieve a reduction in network utilization and latency. The proposed algorithm
estimates the volume of information detected by an edge device from the rate of sensing frequency of the sensor attached to
the edge device. The proposed policy while connecting the network nodes takes into account the heterogeneity and processing
capability of the devices. Several evaluations are performed on multiple scales for the evaluation of the proposed algorithm.
The outcomes of the evaluations confirm the effectiveness of the proposed algorithm in achieving a reduction in network
consumption and end-to-end delay.

1. Introduction

Devices under the everyday use of human beings are con-
nected to the Internet owing to the Internet of Things
(IoT) technology. Management of the big data generated
by these devices needs high processing and storage units.
The growing demand of IoT applications results in a huge
increase in interconnection and deployment of IoT
devices. The number of IoT devices to be present in the
system by 2025 is expected to be 1 trillion [1], whose

financial impression will be nearly equivalent to 11% of
the world economy.

A large number of applications of diverse kinds of nature
are implemented using cloud and fog computing architec-
tures. The applications implemented on the cloud paradigm
consist of sensor nodes that contain sensors that are used to
detect the environment. The effectiveness of the results
deduced from the sensed data depends on the frequency
and quality of the information sensed by the sensor nodes.
In conventional cloud-based architecture, the sensors are
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directly linked to the cloud server. The data sensed by the
sensor nodes are transmitted directly to the cloud for further
processing [2]. Cloud computing provides a centralized
approach for the implementation of IoT applications. In
cloud architecture, a resourceful cloud server is located in a
centralized way where all the data generated by the end
devices is to be diffused for processing. Several IoT applica-
tions are deployed using cloud computing architecture.
However, cloud computing architecture is unable to meet
the stringent requirements of delay-sensitive applications.
Cloud paradigm being cloud-centric architecture offers high
network load and latency while deploying applications on a
large scale [3].

On the other hand, fog computing architecture provides
resources in a distributed manner. Several benefits are there
of deploying applications on fog paradigm including low
latency and reduced network consumption and execution
cost. Figure 1 depicts the general fog computing architecture
which is a three-layer model consisting of sensor layer, fog
layer, and cloud layer. The sensor layer consists of edge
devices responsible for detecting the change in the environ-
ment [4]. The fog layer consists of fog devices having limited
power, storage, and computational capabilities [5]. The
major contribution of fog architecture is the provision of
facilities near the edge devices to reduce network load and
delay [6]. Deployment of IoT applications on a large scale
is one of the key advantages of fog computing architecture.
Fog architecture is extensively used in designing and imple-
menting IoT applications. Several researchers have deployed
the fog computing paradigm for the deployment of IoT
applications. In [7], the authors have presented an energy-
efficient multitier fog computing approach that introduces
additional layers in the conventional fog architecture for
the provision of IoT-based smart services.

The data sensed by the sensor nodes is communicated to
the fog devices for processing by using the fog resources. The
sensing frequency of deployed sensors determines the vol-
ume of sensed information by the edge nodes. Sufficient pro-
cessing resources are required to handle the massive amount
of information generated by edge devices having sensors
with high sensing rates. To accomplish the processing of
such a large amount of data often consumes a large part of
the resources available at the fog nodes. An essential require-
ment to implement efficient fog-based applications is the
optimized allocation of end devices to fog nodes in such a
way that maintains a balance between the sensed load and
available processing resources at the fog devices. In this con-
text, an approach is proposed for fog computing-based
applications to assign appropriate edge devices to parent
fog nodes in such a way as to achieve a reduction in delay
and network utilization.

This paper presents the design of a resource-aware load
allocation algorithm for the fog-cloud computing paradigm.
The proposed approach manages a balance between
resources available at the fog paradigm and the volume of
sensed load approaching from the sensor layer to achieve
effective utilization of network resources. The proposed
approach manages the processing load on fog infrastructure
by assigning appropriate edge nodes to the fog devices. To

maintain optimum interconnection between the fog and
edge nodes, the proposed algorithm exploits the sensing fre-
quency information. A comparison is performed between
the proposed approach and the traditional cloud-based par-
adigm by deploying IoT applications on multiple scales to
evaluate the efficiency of the designed scheme. The perfor-
mance metrics under observation during all these evalua-
tions are network consumption and latency.

The article is divided into different sections. The seg-
ment below offers a comprehensive review of different
research. Section 3 presents the system proposed. Section 4
describes the values of parameters used in the simulations.
Section 5 summarizes the results and comparisons, and the
last section discusses the conclusion and future directions
of research.

2. Related Work

In this section, numerous cloud and fog computing-based
systems designed related to this research work are presented.

The advent of cloud technology provides processing of a
large volume of sensed data coming from geographically dis-
tributed sensors at a common point facilitating shared access
to sensed information from different localities. A generic
resource model keeping in view of computational resources
and sensing resources is presented in [8] which facilitates
request, allocation, and reservation services in sensor cloud
environments.

Cloud of sensors (CoS) is a three-layer architecture that
provides cloud resources near the edge for wireless sensor
networks. To efficiently achieve the application require-
ments, several virtual nodes are assigned to applications by
decoupling them from the CoS paradigm; this technique is
called CoS virtualization. To resolve resource provision
issues in CoS networks, the authors in [9] proposed a par-
tially distributed algorithm, namely, Zeus, with two key
functionalities. Initially, it classifies the common tasks from
multiple applications and executes them once for all the
applications thus minimizing the consumption of resources.
Secondly, the virtual nodes are provided at the edge of the
network providing reduced latency and scalability.

Three-layer Cloud of Things (CoT) is an architectural
concept defining the connectivity of the IoT devices to the
cloud server through edge devices. In heterogeneous and com-
plex CoT environments, the main problem is the allocation of
resources in an effective way to meet the requirements of
applications. The main goal of resource allocation tasks in
such environments is to maximize the number of applications
to be run on the architecture using available resources. The
authors in [10] presented a strategy to manage heterogeneous
fog nodes scattered throughout the network to achieve effi-
cient utilization of network resources in a way to achieve min-
imum delay for diverse nature of applications.

Fog architecture is providing prominent support in the
implementation of delay-sensitive applications, whereas
cloud computing paradigm being more resourceful was ver-
ified to be a better option in the implementation of IoT
applications from a processing perspective. The authors in
[11] presented a multilevel deadline-based resource
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allocation policy to meet dynamic user requirements for fog-
cloud networks and simulated the proposed algorithm
extending the CloudSim toolkit. A reduction of 12% in pro-
cessing time and 15% in execution cost is achieved by using
the proposed approach. In [12], the authors proposed a
resource allocation model for vehicular cloud computing
(VCC) networks. They model a multiobjective optimization
problem with maximization of acceptance rate and minimi-
zation of the cloud provider cost as constraints. The authors

improved the nondominated sorting genetic algorithm II
(NSGA-II) by amending the initial population according to
the matching factor, dynamic crossover probability, and
mutation probability to promote excellent individuals and
increase population diversity. The results of the evaluations
performed expose that the proposed methods achieve
improved performance compared to the former models.

Smart cities based on several cyber-physical systems
(CPS) have a different level of intelligence [13, 14]. Extensive
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Figure 1: Fog-cloud computing paradigm.
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usage and dependency of applications on CPS can cause a
disturbance, damage, and loss on failure of CPS. Cloud on
the other hand can provide more sustainable solutions for
smart cities. Instantaneous reception of multiple application
services on sensor nodes can cause service collisions causing
coupling resource management problems causing a denial of
services. The authors in [15] proposed an extension of Hun-
garian algorithm-based fog computing architecture in which
the fog layer role is to handle resource provision matters to
reduce latency. The result of different experiments per-
formed confirm that the extended algorithm provides a
reduction in coupling issues and achieves efficient utilization
of available fog resources.

Due to the introduction of the fog computing concept,
there is a drastic increase in the deployment of latency-
sensitive and large-scale applications on this paradigm. E-
healthcare industry is also moving towards providing intelli-
gent medical services to the users near to improve quality of
life. Recent work in the provision of medical services using
cloud and fog computing paradigm includes remote pain
monitoring using cloud paradigm for newly born babies to
decrease death ratio in infants [16]. In [17], the authors
designed a fall detection application for aged persons using
the mobile cloud paradigm and discussed the beneficial
aspects of implementation healthcare applications on the
said architecture. Healthcare applications have stringent
QoS requirements which require low latency and stable con-
nectivity between biopotential sensors and cloud servers. To
meet latency-sensitive requirements of such applications, fog
computing offers a promising solution by providing
resources adjacent to the network border. In [18], the
authors have deployed Medical Cyber-Physical Systems
(MCPSs) on fog computing paradigm and examined differ-
ent parameters affecting the cost-effective implementation
of fog commuting-based MCPS. They also proposed a heu-
ristic algorithm for optimal and cost-effective implementa-
tion of fog-based MCPS.

The authors in [19] presented an energy-efficient cloud-
based application for the continuous monitoring of patients
in a persistent vegetative state by detecting their facial mus-
cles. For remote monitoring access, the proposed design
contains a mobile platform. The fog computing paradigm
is employed for the design of a remote pain monitoring
application in [20]. The presented design detects and pro-
cesses the biopotential signals of patients admitted in hospitals
by using fog resources and provides access to information
related to patients through a web platform. The authors com-
pared the proposed design with the cloud-based design and
performed several simulations to confirm the effectiveness of
the proposed design. The authors in [21] presented a fog
computing-based approach for the design of an efficient car
parking system that provides a reduction in latency and net-
work consumption as compared to a cloud-based approach.
A task assignment approach that allocates modules according
to processing resources available at the network devices pres-
ent in the system is presented in [22]. A module allocation
approach for heterogeneous fog-cloud computing environ-
ments is presented in [23]. The presented algorithm efficiently
allocates the application modules to the fog nodes while con-

sidering connection latency, computational power, and vol-
ume of sensed information. A comparison of the proposed
approach with the traditional computing architectures is also
presented by the authors. A cloud-fog based approach for
the provision of on-demand health monitoring services is pre-
sented in [24]. In the presented approach, the cloud server acts
as a backbone for the provision of resources and reservations
for the provision of services near the edge which is resolved
using the resource constraint fog nodes. Table 1 presents a
qualitative comparison of the proposed approach with the
existing schemes.

In [25], the authors proposed a strategy that balances the
load generated by the cameras in a face recognition IoT
application for video surveillance. Network usage, computa-
tional complexity, and accuracy are the performance metrics
chosen for the evaluation of the proposed strategy. In [26], a
QoS-aware load assignment policy is proposed that assigns
latency-sensitive services on devices situated at the verge of
the system to decrease cost and delay in the fog-cloud net-
work. Primarily, the idea of a fog colony is presented in
[27]. This concept is repeated in various related works. The
fog colony is based on several fog cells and behaves as a
micro data center. A fog cell is an application module placed
on a node to offer services to linked edge nodes. In [22], the
authors proposed a strategy that efficiently uses network
resources and places modules according to the available
capacity of network nodes. This algorithm searches for eli-
gible network nodes to meet the module placement
requirements and places modules on eligible fog nodes
unless the fog layer is exhausted. Table 2 shows the com-
parison between the proposed algorithm and previous load
assignment strategies in terms of observed parameters. The
sensing frequency parameter for the approximation of

Table 1: Qualitative comparison of the proposed system with the
existing systems.

Reference Paradigm Delay Processing cost
Network
load

[19] Cloud High High High

[20] Fog Moderate Low Low

[21] Fog Moderate Low Low

[22] Fog Moderate Moderate Moderate

[23] Fog-cloud Moderate Low Low

[24] Cloud-fog High Medium Low
∗Proposed Fog-cloud Minimum Low Low

Table 2: Comparison of the proposed algorithm with the existing
resource assignment schemes.

Reference
Observed parameters during resource assignment
Sensing rate Capacity Heterogeneous devices

[22] ✘ ✓ ✘

[25] ✘ ✓ ✘

[26] ✘ ✓ ✘

[27] ✘ ✓ ✘
∗Proposed ✓ ✓ ✓
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information size is not incorporated in most of the existing
models. Our proposed model also considers the heteroge-
neity of edge and fog devices.

3. System Model and Problem Formulation

Fog-cloud is an emerging concept of connecting resource
deficient edge devices to resourceful cloud servers through
resource-limited fog devices for implementing IoT applica-
tions. The fog-cloud architecture provides resourceful cloud
servers in a centralized manner and delivers limited process-
ing capabilities through fog devices adjacent to the sensor
nodes. The fog-cloud architecture due to its distribution of
resources in a decentralized manner is effective in imple-
menting applications on large scale. This paradigm offers
mobility, reduced network load, and minimum latency for
implementing IoT applications. Figure 1 shows a general
diagram of the fog-cloud computing paradigm in which
resource-limited fog nodes are providing resources near to
the edge devices. The cloud server is behaving as a central-
ized unit for the collection of all the information arriving
from the edge nodes after preliminary processing through
fog nodes. The first tier of this network is based on IoT
devices which consist of sensors and actuators. The second
tier consists of resource-constrained fog devices to provide
basic computational functionalities and connections towards
the cloud. The third tier is based on cloud servers having
huge storage and computational resources available in a cen-
tralized manner. Each layer is responsible for the execution
of a specific module of the application.

There is a hierarchical decrease in the resources available
on each layer. The cloud server is available on top of the
architecture with plenty of resources to fulfil the computa-

tional and storage demands of the applications deployed.
Resource constraint fog devices are part of the second layer
to link IoT devices of the first layer with the cloud on-
demand. Every node in the network is responsible for the
execution of some application tasks. In dynamic fog-cloud
networks, the computational burden is on the fog layer as
they have to provide basic processing capabilities with their
limited resources to reduce latency by providing minimized
load towards the cloud server.

Dynamic fog-cloud environments consist of devices with
different available processing capabilities. The parameters
that limit the processing functionality of any fog device are
CPU and RAM. The function defining the fog node is con-
strained by these two parameters. If the ith fog node in the
paradigm is represented as f i, then the processing capability
of that node is expressed as

Pc f ið Þ = <CPUi, RAMi > : ð1Þ

The computational resources available in the fog para-
digm is the sum of individual processing capabilities avail-
able at each fog device existing in the paradigm and is
expressed as

N = 〠
M

i=1
Pc f if g, ð2Þ

whereM is the total number of fog nodes present in the net-
work. The information sensed by the sensor nodes is trans-
mitted to the connected parent fog device. The resources
available at fog devices are consumed for the execution of
tasks related to data sensed by the edge nodes. The edge
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Figure 2: Directed acyclic graph of intelligent surveillance application.
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devices are connected to the parent fog nodes to which they
have to deliver the sensed information for instant process-
ing. If there are a K number of total edge devices present
in a system ðK = fI1, I2, I3, I4 ⋯ IkgÞ, then the edge devices
connected to a fog device f i are denoted by Ei. The sensing
rate of the ith edge device Ith is symbolized as Rth. The vol-
ume of sensed information by the sensor device depends
upon the sensing rate of the sensor attached to the end
devices. In the fog-cloud paradigm, the received data
demanding high processing resources than the available at

fog nodes is communicated to the parent cloud for execu-
tion. To achieve optimum performance of the fog-cloud par-
adigm, the volume of sensed load at fog nodes is an
important parameter to be considered. This parameter was
not exploited in literature work published before related to
resource utilization and allocation in fog-cloud paradigms.
For theithedge device,Ii, the total volume of sensed data is
directly proportional to the sensing rate of the sensor
attached and is expressed asSðIiÞ. Consequently, the volume
of sensed data that a fog device has to process depends on

Input: Set of Fog devices F and Edge devices K
Output: Assignment of appropriate edge nodes to fog devices
1: Fog devices f i ∈ Layer 2, Edge devices Ii ∈ Layer 3
2: for each Ii do
3: ifðRi < RlimitÞ ⊳Rlimit is predef ined sen sin g rate limit
4: add Ii to KL = fg
5: end
6: else
7: add Ii to KH = fg
8: end
9: end
10: for each f ido
11: for Ii ∈ KH do
12: ifðPcð f iÞ < SðIiÞÞ
13: add Ii to Ei = fg
14: Pcð f iÞ = Pcð f iÞ − SðIiÞ ;
15: end
16: else
17: for Ii ∈ KL do
18: ifðPcð f iÞ < SðIiÞÞ
19: add Ii to Ei = fg
20: Pcð f iÞ = Pcð f iÞ − SðIiÞ ;
21: end
22: end for
23: end
24: end for
25: end for

Algorithm 1: Resource-aware load allocation algorithm for a fog-cloud paradigm.

Figure 3: One of the scenarios created for the evaluation of the proposed paradigm.
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the sensed information volume at each edge device con-
nected to that fog device which is given by

L f ið Þ = 〠
∀Ii∈Ei

S Iið Þ: ð3Þ

For optimum performance of fog-cloud computing par-
adigm, the connection of appropriate edge devices according
to available resources at parent fog device plays a pivotal
role.

In the traditional deployment of applications on the fog-
cloud computing paradigm, the edge devices are connected
to fog devices irrespective of the sensing rate of sensors at
the edge nodes which results in high network consumption
and latency. In such situations, fog nodes having excess pro-
cessing resources to handle the high volume of information
might have a connection to edge nodes producing a low vol-
ume of data resulting in wastage of fog resources. Conse-
quently, the resource constraint fog nodes having a
connection to edge nodes with high volumetric production
of sensed information can overburden the fog nodes to
tackle such information. In this research, a policy is pro-
posed that deploys edge nodes according to the availability
of resources at the fog layer to reduce network burden and
delay for efficient utilization of the fog-cloud network
resources.

This research redefines and simulates the intelligent sur-
veillance application using distributed camera networks [28]
to demonstrate the effectiveness of the proposed scheme. For
the better understanding and representation of application
components in a distributed computing environment, Dis-
tributed Data Flow Model (DDF) [29] was used in this
research for the deployment of applications on the fog-
cloud paradigm. Figure 2 presents the directed acyclic graph
(DAG) of the intelligent surveillance application based on a
distributed network of cameras deployed for the evaluation
of the proposed algorithm. In the DAG model, the five mod-
ules of the deployed application are represented as a vertex
that processes the information approaching from the pre-
ceding module. The arcs linking various modules describe
the flow of data between different modules.

The DAG model of the application consists of five mod-
ules as shown in the above diagram. The motion detection

Figure 4: One of the scenarios created for the evaluation of the cloud-based approach.

Table 3: Network configurations related to network nodes used in simulations.

Specification Cloud server Gateway node Fog device End device

Rate per execution 0.01 0.0 0.0 0.0

Random access memory (MB) 40000 4000 2000 - 4000 1000

Downlink capacity (MB) 9.7656 9.7656 9.7656 9.7656

Processing power (MIPS) 448100 2800 2000 - 4000 500

Uplink capacity (MB) 0.0 9.7656 9.7656 9.7656

Table 4: Types and characteristics of tuples used in simulations.

Tuple Tuple length CPU length (MIPS)

PTZ_MODULE 28 100

VIDEO_MODULE 2000 2000

LOCATION_MODULE 100 1000

DETECTOR_MODULE 2000 500

CAMERA 20000 1000
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module is placed in cameras for capturing video streams for
detecting the motion of an object. This module forwards the
information to the object detector module on the detection
of motion of an object. Afterwards, the object detection
module tracks the object and calculates the coordinates of
the object. The object tracker module receives the coordi-
nates previously calculated by the object detector modules
and calculates the PTZ configurations for the camera for
effective monitoring of the detected object. The PTZ control
module after receiving the PTZ configurations adjusts the
cameras accordingly. Finally, filtered video streams collected
from the object detector module are conveyed to the user’s
device via the user interface module for better visualization
of the tracked object. In the computing atmosphere, the
basic unit used for intramodule communication is a tuple
that is characterized by its specific length containing infor-
mation to be processed and the number of resources
required for its processing. Tuple mapping is described in

DAG using coloured circles. For example, reception of a
tuple of type RAW_VIDEO_STREAM on the module
“Motion Detector” will result in a release of tuple type
VIDEO_MODULE.

4. Proposed Solution

In this paper, a resource-aware load allocation algorithm is
proposed that effectively manages the connection between
edge nodes and parent devices by taking into account the
available processing resources at the fog layer and volume
of sensed information at end devices. The proposed algorithm
allocates appropriate edge devices to each fog device present in
the network after searching throughout the edge layer. To bal-
ance the processing load on fog nodes according to their com-
putational resources, the algorithm effectively places edge
nodes under fog nodes according to the sensing rate of sensors
present at the edge nodes. The proposed approach classifies

1400.0
Comparison of network consumption

1200.0

1000.0

800.0

N
et

w
or

k 
us

ag
e (

M
eg

ab
yt

es
)

600.0

400.0

200.0

0.0

18
7.

12
13

.0
2

13
.2

6

37
4.

13
25

.4
0

25
.1

9

56
1.

07
37

.5
4

39
.1

1

7 14 21
Number of sensors

28 35 42

74
7.

98
28

3.
02

55
4.

44

35
4.

19
93

4.
89

69
3.

25

10
41

.9
1

42
4.

27
83

1.
40

Traditional cloud paradigm

Traditional fog paradigm
Proposed fog-cloud paradigm

Figure 5: Comparison of network consumption.

700

Traditional cloud paradigm

Traditional fog paradigm
Proposed fog-cloud paradigm

Comparison of latency

600

500

400

La
te

nc
y 

(m
ill

ise
co

nd
s)

300

200

100

0

21
0.

5
6.

2
6.

36

21
1

6.
8

7.
2

21
1.

50
7.

4
7.

9

7 14 21
Number of sensors

28 35 42

21
2.

11
66

.5 11
4.

7

67
21

3

11
5.

40

57
9

67
.5 11

5.
6

Figure 6: Comparison of latency.

8 Wireless Communications and Mobile Computing



and registers the edge devices as edge nodes with high sensing
rates and low sensing rates. Afterwards, from the categorized
edge nodes, a combination of edge nodes is allocated to the
fog devices according to resources existing at the fog nodes.
The proposed Algorithm 1 is given below.

Fog nodes and edge devices are given as input to the pro-
posed algorithm. Initially, the algorithm categorizes the edge
devices on the basis of sensing rates of the sensors attached
to these edge nodes. If the sensing rate of the edge device
is less than the predefined rate, then it is placed in the set
KL, otherwise the edge device is placed in the set KH . After-
wards, the algorithm searches throughout the setKHandKL
for the selection of appropriate edge devices. The algorithm
assigns suitable edge devices to fog nodes for optimal perfor-
mance. If the resources required for the processing of the
sensed volume by an edge device are less than the available
at the fog device, then that edge device is assigned to that
fog device as child node.

5. Results and Discussion

For validating the effectiveness of the proposed scheme, an
intelligent surveillance application is implemented on differ-
ent scales. In each experimental scenario, the number of
cameras monitoring the area under surveillance is increased.
There are a total number of seven areas that are under sur-
veillance during all the simulations. In all the simulated sce-
narios, the cameras are connected to fog nodes that are
associated with the cloud server. One fog device per area
under surveillance is assigned which provides resources
close to the boundary of the network to observe and detect
activity in that area. The fog nodes provide resources near
to cameras for the processing of video streams recorded by
cameras. The number of cameras per surveilled area is varied
in each physical topology created in the simulation. Initially,
two cameras per fog node are connected which are increased
in each new topology created. The sensors created in the
simulations are according to the strategy of [30]. In each sce-

nario, the number of cameras per fog node is increased to
analyze the delay and network consumption. The view of
one of each scenario created in iFogSim for the proposed
paradigm and traditional cloud computing paradigm is
shown in Figures 3 and 4.

The tabulated network configurations, tuple types, simu-
lation parameters, and sensing frequencies used in the simu-
lations are shown in Tables 3 and 4. For evaluation, the
intelligent surveillance application is implemented on the
proposed load aware resource allocation fog-cloud paradigm
and the traditional cloud and fog computing paradigms. The
information detection frequencies of cameras deployed in
the simulations take values between 5ms and 20ms.

A comparative analysis is performed between the pro-
posed scheme and traditional cloud and fog paradigms by
creating various simulation scenarios on multiple scales.
Cost of processing at cloud, network consumption, and
end-to-end delay are the parameters under observation dur-
ing all these evaluations. Figure 5 presents a comparison
between the consumption of networks during implementing
the application on different paradigms. The proposed algo-
rithm successfully decreases the load on the network as com-
pared to fog and cloud-based implementations.

In the proposed approach, the parent fog nodes are
assigned to the child devices according to the volume of data
sensed by them. The volume of the sensed load is associated
with the sensing rate of the sensing device, so edge devices
having higher sensing rates are assigned to the fog nodes hav-
ing higher data processing capacity to reduce the load on the
network. Therefore, the load is aligned with the network
resources available which in turn decreases the overall burden
on the system. On the contrary, in the cloud architecture, all
the sensed load is handed directly to the cloud server for pro-
cessing resulting in high network utilization. Due to the inabil-
ity of provision of fog resources according to sensed load, the
traditional fog paradigm provides reduced network consump-
tion as compared to the cloud paradigm but is not much net-
work efficient as compared to the proposed model.
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Figure 7: Comparison of execution cost.

9Wireless Communications and Mobile Computing



A comparison between the proposed paradigm with the
traditional cloud and fog paradigms in terms of offered
latency is presented in Figure 6. In cloud-based implementa-
tion, all the sensed data from the system is to be processed
by the cloud server; thus, rise in latency is proportional to
the number of sensors linked to the cloud, whereas in the
fog computing paradigm, the processing of data is also pro-
vided at the intermediate level by the fog nodes resulting in a
decrease in the information to be processed by the cloud
server and decreasing the round-trip time. The core feature
of the designed strategy is to reduce the latency and burden
on the network by allocating the suitable fog resources to the
edge nodes according to the rate at which the information is
sensed by the edge nodes. The proposed model estimates the
volume of information arriving from the edge devices by
analyzing the sensing frequency of the sensors installed at
the edge devices. Afterwards, the algorithm links the suitable
fog devices to the sensor nodes according to the resources of
the fog devices. The proposed policy reduces the amount of
data to be processed at the cloud server by providing suitable
fog resources according to the demand from the edge devices
which in turn decreases the processing cost at the cloud as
depicted in Figure 7.

The proposed algorithm estimates the volume of infor-
mation generated by the edge nodes by incorporating the
sensing rate information of the sensors attached to these
nodes. Afterwards, the suitable edge nodes are linked to
the parent fog devices. This provision of fog computing
resources according to the volume of sensed information is
not offered in traditional fog computing designs. This opti-
mum balance between the detected volume of information
to be processed at edge nodes and the processing capacity
available at the parent fog device is the key feature of the
proposed algorithm. Due to this salient feature, most of the
information generated at the sensor nodes is processed at
the linked fog device resulting in a reduction of information
to be processed at the cloud server. Thus, a significant reduc-
tion in the cost of execution is observed as compared to tra-
ditional fog designs.

6. Conclusions

The algorithm proposed in this research effectively balances
the available resources offered by the fog paradigm and the
volume of information generated at the edge of the network.
To achieve this, the proposed scheme manages the connec-
tion between the fog nodes and edge devices. The proposed
strategy estimates the volume of information detected at
the edge nodes and assigns appropriate parent fog devices
from the available nodes at the fog paradigm. This efficient
management of sensed load and processing resources of
the network by the proposed algorithm effectively reduces
the latency and network consumption of the system. The
intelligent surveillance through distributed camera network
application was implemented on different scales to compare
the proposed algorithm with the traditional cloud and fog
architectures. iFogSim toolkit is used to perform these simu-
lations. The results of the comparison show that the pro-
posed algorithm prominently reduces the processing cost

at cloud, delay, and network consumption. The proposed
strategy is capable to execute any type of application. My
future work consists of deploying more applications on the
proposed design and modification of the proposed algorithm
for the examination of multiple parameters. Moreover,
future research includes the analysis and design of expected
glitches triggered due to node failure in the system.
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