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Physical education is not only an important part of national education, but also one of the important means to improve the physical quality of students and citizens. With the rapid innovation of information technology in China, the decision tree algorithm is introduced into the teaching quality analysis of physical education, which becomes the new reform thinking direction of PE teaching, and promotes the teaching method and the training way of coaches. Under the background of new era, in this paper, the basic principle and realization process of decision tree algorithm is analyzed, applying it to the data analysis of the teaching quality of physical education. The computer is used to excavate the factors that influence the teaching of physical education. And the results show that the method can classify the data well, and the acquired knowledge is of great significance to the teaching reform of the physical education class in the future. Through the rational evaluation of teachers’ overall teaching quality, teachers can optimize the teaching process according to the evaluation results, find the weak links of students’ learning in time, remind students to review and consolidate relevant knowledge, help students improve their study and examination scores, and further improve their impact on physical education teaching behavior.

1. Introduction

Teachers’ teaching effect is an important factor that directly affects the quality of teaching. The teaching effect should be comprehensively measured from various teaching links (such as classroom teaching, exercise class, experimental class, classroom discussion, counseling and Q & A, and teaching and educating people). Teachers can choose reasonable assessment indicators from three aspects: (1) teachers’ academic and professional level such as the familiarity with the contents of teaching materials, the accuracy of mastering key points and difficulties, the level of organizing classroom discussion, selecting and compiling teaching materials, and selecting exercises and test questions; (2) teachers’ teaching methods, for example, whether the teaching method of highlighting the key points and dispersing the difficult points is appropriate, whether it is combined with the actual situation of students, whether it meets the requirements of the syllabus and whether it can properly organize all teaching links, how to use the past and the future and heuristic teaching methods, and whether the expression and blackboard writing are clear and organized; (3) teachers’ teaching attitude such as whether to prepare lessons carefully, whether to implement teaching plans, whether to continuously improve teaching and update teaching contents, whether to teach and educate people, etc.

Education is the foundation of the future development of the country, school teaching is the most important thing in the education system, and it is the first way to cultivate the social talents, and only with excellent teaching quality can we ensure the cultivation of excellent talents to meet the needs of social development [1]. This requires schools to focus on teaching quality, strict compliance with teaching requirements, to ensure higher teaching quality [2]. Although there are many ways to improve the quality of teaching, but no matter which way, there is no teaching evaluation, and the results of teaching evaluation is accurate, scientific, will determine the whole development of teaching, and directly affect the quality of teaching promotion [3]. The results of teaching evaluation not only reflect the teaching level of teachers, but also analyze the students’ learning quality, which has direct influence on the planning of
teaching content [4]. Therefore, the teachers who participate in teaching evaluation can not only reflect on their teaching methods through the evaluation results but also make the next teaching plan through the teaching evaluation results and train the teachers in a targeted way to realize the utilization of the maximum efficiency of educational resources [5]. Therefore, the evaluation of teaching quality has a very important reference value both for improving the teaching quality of the school and for teaching management at ordinary times [6]. Therefore, it is necessary to analyze the evaluation of classroom teaching and the factors affecting the quality of PE teaching in order to improve the quality of PE teaching and improve the teaching level of PE class. Based on this, the decision tree algorithm is applied to the quality analysis of PE teaching, so that the scientific guidance can be put forward effectively.

Under the background of the new era, this paper analyzes the basic principle and implementation process of decision tree algorithm and applies it to the data analysis of physical education teaching quality. Its innovative contributions include the following: (1) Teachers can optimize the teaching process according to the evaluation results of the algorithm, find the weak links of students’ learning in time, remind students to review and consolidate relevant knowledge, and help students improve their learning and examination scores. (2) Computer algorithms are becoming more and more mature and practical, which can reduce teachers’ workload in many teaching aspects, which makes computer algorithms have been widely used in real life. (3) It has promoted the further reform and improvement of teaching methods and coaching training models and has provided reference value for creating a talent training mode that is more in line with the requirements of the new era.

2. State of the Art

Data mining is one of the hottest branches in the research, development, and application of databases and artificial intelligence today, and many data mining systems have been successfully applied in the fields of retailing, marketing, and telecommunications [7]. The world’s most influential companies, as well as its data mining system developed by SAS Company Enterprise Miner, are a common data mining tool that helps users find business trends and explain known facts by collecting statistical analysis and customer purchase patterns [8]. Therefore, it is the original intention to predict the key factors needed to accomplish the task in the future and finally realize the company’s revenue increase and cost reduction. IBM’s intelligent miner can automate data selection, data conversion, data mining, and results to demonstrate that this process is repeated when necessary [9]. The Clementine developed by Solution Company provides a visual modeling environment, including data collection, mining, collation, modeling and reporting, and other parts of the company [10]. The Knowledge seeker developed by Angoss Company is a fairly complete classification tree analysis program based on decision tree [11]. The national personnel engaged in data mining research are generally concentrated in universities, research institutions, and companies [12]. A great deal of work has been done in improving the efficiency of mining algorithms, such as Fudan University, Nanjing College, Xi'an Jiaotong University, Southeast University, and National Defense Department [13].

In order to improve the image processing performance of data mining system and improve the efficiency of image processing, some image processing algorithms running in hardware can be used. In practice, Liu and Li introduced some reconfigurable devices and more advanced programming languages to use FPGA for image processing [14]. People’s interest in intelligent mobile learning system is growing explosively. More effective education and adaptive learning can be carried out according to each student’s learning ability. Matzavela and Alepis further improve the personalization of students’ academic performance, including dynamic testing using prediction models. One of the main objectives of the research is to create an adaptive dynamic test for evaluating students’ academic performance and constantly compare the evaluation results showing students’ personal situation with the results of the decision tree algorithm for developing students’ knowledge level prediction model, according to the weight of the decision tree [15]. People’s interest in intelligent mobile learning system is growing explosively. More effective education and adaptive learning can be carried out according to each student’s learning ability. The goal of Guo and Cai is to further improve the personalization of students’ academic performance, including dynamic testing using prediction models. One of the main objectives of the research is to create an adaptive dynamic test to evaluate students’ academic performance and constantly compare the evaluation results showing students’ personal situation with the results of the decision tree [16]. Shi et al. established a prediction model of whether the number of summer rainstorm days in Lianyungang area is large by using classic C5.0 decision tree algorithm. The results show that the prediction model of summer rainstorm days established by C5 is feasible [17].

3. Methodology

3.1. ID3 Algorithm. As early as in the 80s, the Quinlan first determined the ID3 algorithm, and specifically, it is through the data structure decision tree recursive process. It is based on information theory, which is a research direction in mathematics, which belongs to the theory of probability and mathematical statistics, usually to deal with such problems as entropy, communication system, and data transmission. According to the information gain degree based on the analysis, the data for detailed management classification, the process is in turn from the top down, and the structure is shown in Figure 1 [18]. The ID3 algorithm usually picks out an attribute as its root node, and its values all form branches. In this way, the data on the root node is branched, thus deriving all kinds of child nodes, thus forming a tree structure [19]. Using the computational information gain to help the decision tree to select its own attributes, all nodes can be detected to the maximum extent when they complete the test [20, 21]. The detailed steps are as follows: when you
want to detect all the properties, select the point with the most class information, then complete the branch based on each of these values, and use this method again on each branch to complete its other branches, stopping after all the values of the subset have been detected [22]. In this way, the complete decision tree is analyzed, and it can be used to analyze and generalize other data [23].

The ID3 basic principle is developed by the two-class classification problem, and its mathematical expression can be expressed as follows: $E = F_1 \ast F_2 \ast \cdots \ast F_n$ has a poor vector space of n dimension, in which $F_i$ is a set of poor discrete symbols, and the elements $e = (V_1, V_2, \cdots, V_n)$ in $E$ are called instances. Sets $P$ and $N$ are two instances of $E$ and $F$, respectively, of the positive and inverse sets, in which $V_i \in F_j, j = 1, 2, \cdots, n$. The size of the positive sets PE is $P$, and the size of inverse sets NE is $N$ in the vector space $E$; suppose they are the same. ID3 is based on the following two hypotheses: (1) A correct decision tree on the vector space $E$ is identical to the probability of both positive and inverse examples of the classification probability of any example. (2) The amount of information required for a decision tree to make the correct classification of an instance is as follows:

$$E(E) = - \frac{P}{P+N} \log \frac{P}{P+N} - \frac{N}{P+N} \log \frac{N}{P+N}.$$  \hspace{1cm} (1)

If the attribute $A$ is the root of the decision tree, which has a value $(V_1, V_2 \cdots V_n)$, $E$ will be divided into $V$ subsets; assuming that there is $P_i$ positive example and $N_i$ counter example, the information entropy of $E_i$ subset is $E(E_i)$:

$$E(E_i) = - \frac{P_i}{P_i+N_i} \log \frac{P_i}{P_i+N_i} - \frac{N_i}{P_i+N_i} \log \frac{N_i}{P_i+N_i}.$$  \hspace{1cm} (2)

The information entropy $E(A)$, sorted by attribute root $A$, is as follows:

$$E(A) = \sum_{i=1}^{v} \frac{P_i+N_i}{P+N} E(E_i).$$  \hspace{1cm} (3)

Therefore, the information gain $I(A)$ based on attributes is as follows:

$$I(A) = E(E) - E(A).$$  \hspace{1cm} (4)

ID3 selects the $I(A)_{\text{max}}$ (that is, $E(A)_{\text{min}}$) property as the root $A$ node. $V$ subsets $E_i$ of $E$ in the recursive invocation of the above process, the resulting child node of $A, B_1, B_2, \cdots, B_r$.

The basic principle of ID3 is based on two kinds of classification problems, but it is easy to extend too many classes. Set a sample set $S$ of C common class samples, and each type of sample number is $P_i$ $(i = 1, 2, 3, \cdots, c)$. If the attribute $A$ is the root of the decision tree, has a value $V_1, V_2, \cdots, V_n$, it will be divided into $V$ subsets $[E_1, E_2, \cdots, E_v]$, and assuming that the number of class samples in $E$ is $P_{ij} = 1, 2, \cdots, c$, then the amount of $E_i$ information in the subset is $E(E_i)$:

$$E(E_i) = - \sum_{j=1}^{c} \frac{P_{ij}}{|E_i|} \log \frac{P_{ij}}{|E_i|}.$$  \hspace{1cm} (5)

The information entropy of the root $A$ classification is as follows:

$$E(A) = \sum_{i=1}^{v} \frac{|E_i|}{E} E(E_i).$$  \hspace{1cm} (6)

Selecting A properties makes the smallest $E(A)_{\text{min}}$ of formula (7), and the information gain increases.

3.2. C4.5 Algorithm. The C4.5 algorithm is developed on the basis of ID3 and is also used for the numerical classification of decision trees. And ID3 does contrast, and specific improvements have a few points: (1) through the information gain rate to complete the property screening and through the subtree information gain to complete the ID3 attribute filter. Information can be defined in a variety of ways. ID3 is defined by the entropy, which is often said that the Di changes value, and C4.5 is through the information gain rate. (2) In the process of organizing the structure of the decision tree, considering that there are some elements of the nodes are scarce, the result of the decision tree has been adapted, so the nodes of the above situation are not included in the analysis scope. Considering that there are many imperfections in the ID3 algorithm, industry scholars have been improving the characteristics of the algorithm. After the improvement, the new algorithm can handle more data types, and its processing efficiency has been improved greatly. The mathematical model of the algorithm is shown in Figure 2.

Set is an $S$ collection of $s$ data samples. Suppose the class label $C_i (i = 1, \cdots, m)$ has $m$ different value, and set $s_i$ to the number of samples in the class $C_i$. The desired information required to classify a given sample is given by the following formula:

Set is a collection of data samples. It is assumed that the class label has a different value, which is the number of
samples in the class. The expected information required for a given sample classification is given in the following form:

\[
I(s_1, \ldots, s_n) = \sum_{i=1}^{m} p_i \log_2(p_i).
\]  

(7)

It is the probability that any sample \( p_i \) belongs to class \( s_i \), and \( s_j/s \) is used to estimate.

The set attribute \( A \) has \( v \) subset \( s_1, \ldots, s_v, s_j \) including some of the samples in the \( S \), which have \( a_j \) values on the set \( A \). If the test attributes \( A \) are selected, the subsets correspond to the branches that are grown by the nodes that contain the set. The number of samples for subsets is set \( S \). According to the entropy \( s_j \), divided by the subsets \( s_j \) in class \( c_i \), the entropy is given by the following formula divided by \( A \):

\[
E(A) = \frac{\sum_{i=1}^{v} s_i + \ldots + s_m}{s} I(s_{i1}, \ldots, s_{mj}).
\]  

(8)

In this, the item \( (s_i + \ldots + s_m)/s \) acts as the right of a subset \( j \), and for a given subset \( s_j \),

\[
I(S_{i1}, S_{i2}, \ldots, S_{mj}) = \sum_{i=1}^{m} p_{ij} \log_2(p_{ij}).
\]  

(9)

Among them, \( p_{ij} = s_{ij}/s_j \) is the probability that the samples \( s_j \) in the class \( c_j \) are classified.

The encoding information to be obtained on the previous branch \( A \) is as follows:

\[
\text{Gain}(A) = I(s_1, \ldots, s_n) - E(A).
\]  

(10)

In this case, information gain ratio should be used instead of information gain.

\[
\text{SplitInfo}(S, A) = -\sum_{i=1}^{c} \frac{|S_i|}{|S|} \log_2 \left( \frac{|S_i|}{|S|} \right).
\]  

(11)

\( s_j \) to \( s_i \), subset of \( c \) samples is formed into a property partition \( S \) of \( c \) value.

The information gain ratio on the attribute \( A \) at this time is as follows:

\[
\text{GainRatio}(S, A) = \frac{\text{Gain}(S, A)}{\text{SplitInfo}(S, A)}.
\]  

(12)

Use the highest information gain ratio as the test property for the collection. Create a node and mark it with this attribute so that all of its values are divided and the sample is recorded by this branch.

3.3. Fuzzy Comprehensive Evaluation Method. Fuzzy comprehensive evaluation method is a kind of evaluation method based on fuzzy mathematics. Based on the fuzzy mathematics comprehensive evaluation method of qualitative evaluation theory, the fuzzy mathematics is used to evaluate the various factors of things or objects quantitatively. Therefore, it is widely used to express the uncertainty of things. The principle of fuzzy comprehensive evaluation is as follows, and the hypothetical comprehensive evaluation model is shown in the following matrix:

\[
\begin{pmatrix}
a_{1,1} & a_{1,2} & \cdots & a_{1,n} \\
a_{2,1} & a_{2,2} & \cdots & a_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n,1} & a_{n,2} & \cdots & a_{n,n}
\end{pmatrix}.
\]  

(13)

In this formula, the relative weight of the index \( ai \) relative to the index \( aj \) is indicated \( a_{ij} \).

The weight of the fuzzy comprehensive evaluation method has great influence on the overall accuracy of the result of the score calculation. Therefore, it is necessary to analyze the weight of fuzzy comprehensive evaluation method, it is understood that the maximum eigenvalue of the judgment matrix is analyzed, the most important method is the square root method, and the calculation steps are as follows:

Calculate the product of each line of the matrix \( R \).

\[
M_i = \prod_{j=1}^{n} B_{ij}, i = 1, 2, \cdots, n.
\]  

(14)

The quadratic root \( n \) of the computation \( M_i \) is

\[
\bar{w}_i = (M_i)^{1/n}, i = 1, 2, \cdots, n.
\]  

(15)
The normalized treatment of $W_i^T$ is

$$w_i = \frac{W_i^T}{\sum_{i=1}^{n} W_i^T}, i = 1, 2, \ldots, n.$$  \hspace{1cm} (16)

The right vector is as follows:

$$w = [w_1, w_2, \ldots, w_i]^T.$$  \hspace{1cm} (17)

Calculate the $\lambda_{\text{max}}$ eigenvalue of a judgment matrix $R$. In the formula, $[Rw]$ is the $i$ element in the vector.

Because the dimension of the matrix is large, the consistency index needs to be corrected. So as to ensure its accuracy. The algorithm for conformance checking is as follows:

$$CI = \frac{\lambda_{\text{max}} - n}{n - 1}.$$  \hspace{1cm} (18)

In this formula, the variable $n$ is equal to the dimension of the matrix, which is actually the number of the same matrix index; $\lambda_{\text{max}}$ is the maximum eigenvalue of the matrix. When the dimension of the matrix is large, the consistency index needs to be corrected. Its operators are as follows:

$$CR = \frac{CI}{RI}.$$  \hspace{1cm} (19)

The above formula is the correction factor, which has different values for different dimensions, such as Table 1.

Because when the index dimension is less than 3 dimensions, the judgment matrix is very easy to be identical; therefore, it does not need to compute the consistency index. Normally, when $CR < 0.1$, the matrix was considered to satisfy the conformance requirements.

The weight vector of target criterion layer based on the above method is

$$W = (w_1, w_2, w_3, \ldots, w_k).$$  \hspace{1cm} (20)

$w_i$ is the relative weight of benchmark layer indicator $I$ in the benchmark layer.

Set for the $K$ criteria layer indicators, and the criteria below the measure layer are weighted to the following:

$$W_k = (w_{k1}, w_{k2}, w_{k3}, \ldots, w_{kp}).$$  \hspace{1cm} (21)

In the hierarchy, the synthetic weight calculation operator of measure $j$ index under criterion $i$ is

$$w_{ij} = w_i \cdot w_j.$$  \hspace{1cm} (22)

Finally, the calculation results are obtained by sequencing each index. After obtaining the weights of each index, the evaluation score can be calculated by the product of the value. The calculated operator is as follows:

$$Ea = (w_{p1}, w_{p2}, \ldots, w_{pm})(v_{p1}, v_{p2}, \ldots, v_{pm})^T.$$  \hspace{1cm} (23)

The overall weight $w_{pi}$ of the lowest index $i$, for which the score, is evaluated.

### 4. Result Analysis and Discussion

With the advancement of education informationization, higher requirements are put forward for the behavior of PE teaching, as shown in Figure 3. Therefore, it is necessary to make a rational evaluation of the teaching behavior and to improve the quality of PE teaching according to the content of the evaluation. The selected physical education teaching quality evaluation is divided into four different evaluation subjects, namely, student evaluation, peer and expert evaluation, leadership evaluation, and teacher self-evaluation. Then, according to the weight of the final effective scoring interval of these different evaluation subjects, an effective interval of comprehensive evaluation is given, and the final evaluation grade is obtained according to the effective interval.

The object studied in the hypothesis model is $P$: its factor set $U = \{u_1, u_2, u_3, \ldots, u_m\}$ and the evaluation grade set $V = \{v_1, v_2, v_3, \ldots, v_m\}$. The evaluation matrix can be obtained by means of the centralized fuzzy evaluation of different factors in $U$:

$$X_q(2)R = \begin{bmatrix}
    r_{11} & r_{12} & \cdots & r_{1m} \\
    r_{21} & r_{22} & \cdots & r_{2m} \\
    \vdots & \vdots & \ddots & \vdots \\
    r_{m1} & r_{m2} & \cdots & r_{mm}
\end{bmatrix},$$  \hspace{1cm} (24)

where the degree $r_{ij}$ of subordination $u_i$ of $v_j$ is expressed.

Set reference data column is often recorded as $X_0$, remember the 1th moment of the value $X_0(1)$, the 2nd moment is the value, and the K moment of the value is $X_0(k)$. Therefore, the reference sequence $X$ can be expressed as follows:

$$X_0 = (X_0(1), X_0(2), \ldots, X_0(n)).$$  \hspace{1cm} (25)

The comparison sequence in correlation analysis is often recorded as $X_1, X_2, \ldots, X_k$, similar to the way $X$ is represented, and it has

$$X_1 = (X_1(1), X_1(2), \ldots, X_1(n)), \hspace{1cm} (26)$$

$$X_k = (X_k(1), X_k(2), \ldots, X_k(n)).\hspace{1cm} (27)$$

<table>
<thead>
<tr>
<th>Dimension</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI</td>
<td>0</td>
<td>0</td>
<td>0.58</td>
<td>0.96</td>
<td>1.12</td>
<td>1.24</td>
<td>1.32</td>
<td>1.41</td>
<td>1.45</td>
</tr>
</tbody>
</table>

| Table 1: Correction factor different dimension values. |
For a reference data column $X_0$, there are several comparison sequences $X_1, X_2, \cdots, X_n$. You can use the following relationship to indicate the difference between the comparison curve and the reference curve at each point.

$$\xi_i(k) = \frac{\min_i(\Delta_i(\text{min})) + \rho \max_i(\Delta_i(\text{max}))}{|x_0(k) - x_i(k)|}.$$ \hfill (28)

In the formula, the relative difference between the curve $X$ and the reference curve $X$ is $\xi_i(k)$ at the k time, $0 < \rho < 1$, which

$$\min_i(\Delta_i(\text{min})) = \min_i \left( \min_k |x_0(k) - x_i(k)| \right),$$ \hfill (29)

$$\max_i(\Delta_i(\text{max})) = \max_i \left( \max_k |x_0(k) - x_i(k)| \right) = 1.$$ \hfill (30)

It can be seen from the above formula that there are more related parameters involved in the calculation, so the results are easy to distribute. Not to compare the results, therefore, the results of the calculation need to be treated with the mean value. Therefore, the general expression of the correlation degree is as follows:

$$r_i = \frac{1}{N} \sum_{k=1}^{N} \xi_i(k).$$ \hfill (31)

By integrating the important indicators of different factors into a set $A = \{a_1, a_2, a_3, \cdots, a_m\}$, the following formula is derived:

$$\hat{B} = A \cdot R = \left( \hat{b}_1, \hat{b}_2, \cdots, \hat{b}_m \right).$$ \hfill (32)

After normalization, we can get $B = \{b_1, b_2, \cdots, b_m\}$ and determine the evaluation level of the object.

The model directly divides PE teaching quality evaluation into four different evaluation subjects, which are student evaluation, peer and expert evaluation, leadership evaluation, and teacher self-evaluation. The algorithm will score statistics according to certain weights, then give an effective interval of comprehensive evaluation according to the weights of the final effective scoring interval of these different evaluation subjects, and obtain the final evaluation grade according to the effective interval. The algorithm implementation flowchart is shown in Figure 4.

The main data studied in this paper are the results of some students in the course of physical education. These sports courses are the same but are taught by different teachers $W_1$, $W_2$, and $W_3$. After the collection of multiple database files collated, we randomly selected 18 students of the homework results, such as Table 2, a student data table, with student performance with A, B, C, D, and E scoring system.

At this time, $U = \{u_1, \cdots, u_n\}$ as a set of evaluation index in teaching behavior evaluation table. Elements $u_i$ in this collection should be considered as primary evaluation indicators. These first-level indicators represent the characteristics of teachers’ own evaluation, such as teachers’ own professional qualities and teachers’ professional skills. The set $Q = \{q_{11}, \cdots, q_{nn}\}$ represents the weight corresponding to the level evaluation indicator. $U_i = \{u_{i1}, \cdots, u_{in}\}$ as a set of two-level evaluation index in the teaching behavior evaluation table, the two-level index $u_{ij}$ of the first-level index $u_i$ in the set is the corresponding weight in the two-level evaluation index. Order as a set $\hat{Q}_i(q_{11}, \cdots, q_{nn})$ of three-level evaluation index in the teaching behavior evaluation table, the three-level evaluation index $u_{ijk}$ of two-level evaluation index $u_{ij}$ in the set, the collection $\hat{Q}_{ijk} = (q_{ijk}, \cdots, q_{jim})$ represents the corresponding weights in the three-level evaluation index. In the process of realization, the algorithm first makes a reasonable score on the three-level index in the evaluation system of the teaching behavior in the evaluation subject, then directly statistics the frequency range of the scores.
among different subjects, and uses the effective interval scoring formula to get the score of the original effective interval.

\[
F_{ij} = \left\{ \begin{array}{c}
F_{ij1}^r, F_{ij1}^r \\
\vdots \\
F_{ijm}^r, F_{ijm}^r
\end{array} \right\},
\]

(33)

The variable \(m\) in the formula is the specific number of the three-level indicator represented as level two \(u_{ij}\).

According to its weight, using matrix multiplication can be

\[
R_{ij} = \left[ r_{ij}^r, r_{ij}^r \right] = q_{ij} \times F_{ij} = \sum_{k=1}^{w_i} q_{ijk} f_{ijk}^r f_{ijk}^r = \sum_{k=1}^{m} q_{ijk} f_{ijk}^r \sum_{k=1}^{m} q_{ijk} f_{ijk}^r.
\]

(34)

The variable \(R_{ij}\) in the formula is the effective interval score of the teacher in the two-grade index \(u_{ij}\).

The effective interval score of the first level index can be obtained by the same

\[
R_i = \left[ r_{i}^r, r_{i}^r \right] = \left[ \sum_{j=1}^{m} q_{ij} r_{ij}^r, \sum_{j=1}^{m} q_{ij} r_{ij}^r \right].
\]

(35)

The variables \(m\) in the formula are the number of level two indicators in the first-level \(u_i\). Final effective interval score

\[
R = \left[ r^r, r^r \right] = \left[ \sum_{i=1}^{m} q_{ij} r_{ij}^r, \sum_{i=1}^{m} q_{ij} r_{ij}^r \right].
\]

(36)

The number \(m\) is the first-level index in the evaluation system of teaching behavior in the formula.

The correlation calculation method in the above formula can be concluded that the effective interval between the four kinds of evaluation subjects is divided into

\[
Z = [z^r, z^r] = \left[ \sum_{i=1}^{4} W_i z_i^r, \sum_{i=1}^{4} W_i z_i^r \right].
\]

(37)

The main expression \([z^r, z^r]\) in this formula is the last effective interval of the evaluation subject in the first part and the comprehensive evaluation score \(W_i\) of the \(i\) evaluation subject in the formula. Then, the relative variables in this interval are then put into the hierarchical membership function \(y_1(t) \sim y_4(t)\), in order to get the subordinate degree in each rank. Its rank is calculated by the degree of membership it obtains. If the ranked rank of the calculation is consistent, the ranking of all teachers in the evaluation of PE teaching behavior can be obtained directly through the ranking of the maximum membership degree in the same class.

Substituting the input in Table 1 to formula (26), the algorithm can be computed by using the MATLAB GUI to obtain the scoring matrix of the \(W_1, W_2,\) and \(W_3\) three different teachers.

\[
W_1 = \begin{bmatrix} 0.2 \\ 0.6 \end{bmatrix},
\]

(38)

\[
W_2 = \begin{bmatrix} 0.14 \\ 0.65 \end{bmatrix},
\]

(39)

\[
W_3 = \begin{bmatrix} 0.230 \\ 0.648 \end{bmatrix}.
\]

(40)

It is not hard to see from the results that \(W_2\) teachers have higher quality teaching effect than \(W_1\) and \(W_3\) teachers in the same course of teaching. Through the rationalization evaluation of teachers’ overall teaching quality, teachers can optimize their teaching process according to the result of evaluation, so as to find out the weak point of students’ learning in time, remind them to review and consolidate relevant knowledge, help students to improve their learning test scores, and further improve their influence on PE teaching behavior.

5. Conclusion

Due to the progress of algorithms and the increasing computing power of computers, computer algorithms are becoming more and more mature and practical, which can reduce people’s workload in many aspects, which makes computer algorithms have been widely used in real life. This paper analyzes the basic principle and implementation process of decision tree algorithm and applies it to the data
analysis of physical education teaching quality. Teachers can optimize the teaching process according to the evaluation results of the algorithm, timely find the weak links of students’ learning, remind students to review and consolidate relevant knowledge, and help students improve their learning and examination results. It promotes the further reform and improvement of teaching methods and coach training mode and provides reference value for creating a talent training mode more in line with the requirements of the new era. Therefore, this paper proposes to apply the decision tree algorithm to the analysis of physical education teaching quality in order to reasonably evaluate the impact of computer on physical education teaching quality.
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