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In order to improve the practical effect of intelligent prediction system, by analyzing and studying the characteristics of the traffic
carried on the network, it can provide an effective way to explore the internal operating mechanism of the network. This paper
takes the embedded wireless communication network as the research object to construct an intelligent predictive analysis
system and applies the intelligent regression algorithm to the intelligent predictive analysis to construct an intelligent predictive
analysis system. Finally, this paper verifies the system model of this paper through experimental research. The research results
show that the intelligent predictive analysis system based on the embedded wireless communication network proposed in this
paper is very effective and has a positive effect on the construction and development of the embedded wireless communication

network.

1. Introduction

Wireless local area network is the product of the combina-
tion of computer network and wireless communication tech-
nology. Specifically, traditional cables are no longer used
when setting up a local area network but are connected wire-
lessly using infrared rays, radio waves, etc. as the transmis-
sion medium to provide all the functions of a wired local
area network [1]. The basis of the wireless local area network
is the traditional wired local area network, which is the
expansion and replacement of the wired local area network.
It realizes wireless communication through wireless hubs,
wireless access nodes, wireless network bridges, wireless net-
work cards, and other devices on the basis of the wired local
area network. Currently, the frequency band used by wire-
less local area networks is mainly S-band (2.4 GHz-
2.4835GHz). The networking mode of wireless local area
network can be roughly divided into two types, one is ad-
hoc mode, that is, point-to-point wireless network, and the
other is infrastructure mode, that is, centralized control net-
work [2]. The wireless local area network can make up for
the deficiencies of wired Ethernet that rely on cables or opti-
cal cables in some special application environments and

realize the extension of the network. Embedded system inte-
gration of wireless local area network technology to achieve
wireless communication and data transmission will become
a hot spot for future applications. For example, wireless dig-
ital set-top boxes, computers, wireless gateways, and house-
hold appliances can form a home wireless local area
network, and at the same time can be connected to the Inter-
net through an AP, a wireless router, or a wireless bridge.
The wireless instrument performs data collection and wire-
less transmission. Wireless instruments and equipment are
arranged in the work site with an ad hoc network for mutual
information transmission and remote wireless monitoring,
which reduces the trouble and inconvenience of wiring,
greatly improves industrial production efficiency and facili-
tates people’s lives [3].

With the further development of embedded operating
systems and wireless communication technologies, data ter-
minals relying on wireless network data transmission based
on embedded operating systems have become more and
more widely used. Embedded operating system is a hot
research topic nowadays, and embedded Linux is stable, effi-
cient, easy to customize, easy to cut, extensive hardware sup-
port, free, open source, and other characteristics, which
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makes Linux widely used in the embedded field. In recent
years, the development of global communication technology
has been changing with each passing day. Especially in the past
two to three years, the development speed and application
fields of wireless communication technology have surpassed
that of fixed communication technology, showing a trend of
development in full swing. The most representative ones are
cellular mobile communications, broadband wireless access,
as well as trunking communications, satellite communica-
tions, and mobile video services and technologies.

Due to the limitation of limited communication and
sampling period, the current distributed prediction methods
for multiagent systems are mostly noniterative and coopera-
tive algorithms. In each sampling period, there is only one
information exchange between the agents, and only local
performance indicators are calculated.

This paper studies the application of intelligent network
and the behavior characteristics of the network itself and
obtains parameter information through the study of network
traffic. By analyzing and studying the traffic characteristics car-
ried on the network, combined with the embedded wireless
communication network, the intelligent prediction and analysis
system is constructed, the intelligent prediction and regression
algorithm is improved, the operation effect of the intelligent
prediction and analysis system is improved, and the practical
effect of the intelligent prediction system is improved.

This article takes the embedded wireless communication
network as the research object to construct the intelligent
predictive analysis system and verify and analyze its perfor-
mance, which provides a theoretical reference for the further
development of the subsequent wireless communication net-
work technology.

2. Related Work

The modeling research on networked predictive control is as
follows:

Literature [4] proposed the concept of networked predic-
tive control, which actively compensates for the communica-
tion delay and data packet loss in the control loop through
iterative prediction. In this paper, a networked predictive
control strategy is designed for a class of linear time-
invariant systems to solve the steady time delay and the ran-
dom communication time delay, respectively. Literature [5]
studied the problem of networked predictive control in the
presence of random network delays in the feedback channel
for a type of multiple-input multiple-output discrete-time
general system, carried out numerical simulation research,
and based on the NetCon-ARM9 embedded system plat-
form. Verify the effectiveness of the above control strategy.
For a type of linear system described by a discrete-time
model, some scholars have studied the networked predictive
control problem in the case of communication delays in
both the forward channel and the feedback channel [6]. Lit-
erature [7] gives the necessary and sufficient conditions to
ensure the stability of the closed-loop system when the com-
munication delays are constant. At the same time, when the
random delay in the communication channel is bounded, if
the corresponding switching system is stable, then the
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obtained closed-loop networked predictive control system
is also stable. Simulations and experiments have verified
the above conclusions. Literature [8] considered the predic-
tive control problem in the case of disturbances in both the
forward channel and the feedback channel of the system
model. Literature [9] established a model based on the Mar-
kov chain for the communication delay in the two-way
channel, using a local Lomberg observer to estimate the state
vector that could not be measured, and the measurement
output and the estimated state vector through the limited
communication capacity. The communication channel is
sent to the tracking controller, which solves the problem of
networked predictive tracking control. When the random
communication delay exists in the control loop of the net-
worked control system, literature [10] proposed an output
teedback predictive controller to actively compensate for
the communication delay and proved the stability of the
closed-loop networked predictive control system.

The research on network predictive control method and
data processing is as follows:

In the above research results of the networked predictive
control method, the controller is generally required to calcu-
late the control value at each time in the future and then pack-
age it and send it to the controlled object via the
communication network to actively compensate for various
possible time delays. At the end of the controlled object, the
most appropriate control value is selected based on the mea-
sured delay size, so as to realize the delay compensation in
the forward channel [11]. However, this method needs to
know the accurate mathematical model of the controlled
object in advance and needs to measure the accurate commu-
nication time lag, which is difficult to achieve for most applica-
tions. Literature [11] proposed a data-driven networked
predictive control method for a type of single-input single-
output discrete-time autoregressive moving average model.
This method does not need to accurately measure the delay
in the communication network, and allows the existence of
uncertain parameters of the system model.

The related research on the construction of intelligent
prediction system for wireless communication network is
as follows:

In the past, the research on traffic forecasting used a sin-
gle model to describe the original characteristics of traffic.
However, there are more and more uncertain factors affect-
ing network traffic characteristics (such as new applications
and protocol structure changes). When a single model is
used for forecasting, large errors will inevitably occur [12].
Therefore, a single prediction model, such as Markov model,
ARIMA model, and mock-MA model, cannot predict net-
work traffic well because it only describes some of the char-
acteristics of traffic. Although a single neural network model
and support vector machine model can describe the charac-
teristics of network traffic more comprehensively, their pre-
diction accuracy for complex network traffic is still not
satisfactory. According to the fact that there are multiple
characteristics of network traffic, many scholars use different
models to describe the corresponding characteristics and
then combine them to predict network traffic and achieve
better prediction results than a single model. Literature
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[13] has no extraction in Haar. On the basis of wavelet trans-
form, combined with adaptive AR model and sliding win-
dow polynomial fitting method, a recursive high-speed
network traffic online prediction model based on wavelet
transform is established. This model not only improves the
accuracy of online traffic prediction but also avoids regular
estimation and update of parameters through the recursive
automatic adjustment of model parameters. The literature
[14] combines wavelet analysis and Kalman filtering and
uses Kalman filtering to deal with the linear change part of
network traffic, use wavelet analysis to deal with the nonlin-
ear change part, and simulation results show that the model
has high prediction accuracy; literature [15] uses the
FARtMA model to describe the long correlation and short
correlation, and the neural network to describe the nonsta-
tionary. Finally, the results of the two models are optimized
and combined; literature [16] combines wavelet analysis and
neural network to establish a prediction model. First, wavelet
decomposition is used to decompose the network traffic data
into wavelet coefficients and scale coefficients and the coeffi-
cients of these different frequency components. A single
branch is reconstructed into high-frequency components
and low-frequency components. The FIR neural network is
used to predict these components separately, and the synthe-
sized result is used as the prediction of the original network
traffic, which has achieved good results; literature [17] uses
the wavelet method to predict. The network traffic is prepro-
cessed, and then the linear neural network and the Elman
neural network are used to make predictions, respectively,
to ensure that the correlation and nonstationarity of the traf-
fic can be described. Finally, the two prediction results are
synthesized into the final prediction result through the BP
neural network. It shows that the combined model has
higher prediction accuracy than the single model.

Literature [18] proposes a novel heuristic to reconstruct
application-layer messages in the common case of encrypted
traffic. We discuss and experimentally evaluate the suitabil-
ity of the provided modeling approaches for different tasks.

Literature [19] investigates and specializes a set of archi-
tectures selected among convolutional, recurrent, and com-
posite neural networks, to predict mobile-app traffic at the
finest (packet-level) granularity.

In order to overcome the problems existing in the intel-
ligent predictive analysis system, this paper combines the
embedded wireless communication network to improve the
effect of the intelligent predictive analysis system. The first
part describes the current situation and background and
summarizes the existing problems and the research content
of this paper; the second part is the literature review part,
which analyzes the research of experts and scholars on
related issues. Therefore, the organizational structure of this
paper, the third part is the algorithm improvement part,
which applies the intelligent regression algorithm to the
intelligent prediction analysis, and builds an intelligent pre-
diction analysis system; in the fourth part, the intelligent
predictive analysis system is improved and constructed,
and the effect of the system is verified by experiments.
Finally, the research content of this paper is summarized
and prospected.

3. Intelligent Predictive Regression Algorithm

We set the regression function as m(x) € Cla, b] and assume
that {¢,;}% constitutes a set of orthogonal basis on [a, b],
namely,

b 0,i# ],
j 9,();()dx =6, = { 1)

Cppi=].

Because of fH,iﬁl’ij(xi)H?=1§"ik(xi)dx1 e dxy = Hlil |
(%)) py(x;)dx; = T1L,85 =850 {H,il‘/’ij(xi)}?:l constitutes
a set of orthogonal bases on % [a;, b;], then m(x) has an
orthogonal sequence expansion m(x)=):") Ginzzl(pki(x).
Therefore, the nonparametric regression model can be approx-
imated as

d
Y= )6 Hq’ki(xki) v (2)
=

j= 1

—

By performing least squares estimation on the model, we
get

0=(2"2)"'7"y. (3)

Among them,

T
(H?:lﬁ"ji(xil))'"’H;izl(Pji(Xm)) .
Then, m(x) has an orthogonal sequence estimate [20]:

i, (x) = 2(x)"6. (4)

T

Among them, z(x) = [T, ¢, (), [ 1L 93 (%)) -
We set v(x) =02 (z(x)"(272)"'z(x)). When n— oo,
m—00, the orthogonal sequence estimation has the fol-

lowing properties:
(1) v(x)™" (7, (x) - Efr, (x))dN(0, 1)
(2) v(x)""*(Em, (x) - m) — 0

(3) a2 =n"'Y" (Y, - m,(X,))* is a consistent estimate
of 2

In orthogonal sequence estimation, the Legendre poly-
nomial orthogonal basis is often selected, and its representa-
tion is as follows:

Py(x) =

.5l

(5)

P (x)= 75

Other high-order Legendre polynomials can be recur-
sively obtained by the following formula:



(m + 1)Pm+1 (x) = (Zm + l)me(x) - um—l('x)‘ (6)

The orthogonal basis {P;(x)}7, of Legendre polynomial
satisfies

JP [ 0i#),
1 i(X)Pj(x)dx=0;; = (7)

1,i=j.

If the independent variable X takes a value in the interval
[a, b], the variable Z =2X —a— b/b— a must be replaced so
that the value interval of the variable Z is [-1,1].

Orthogonal sequence estimation will also select Fourier
orthogonal basis, which is defined as follows:

ql(x) =1, qZk(x) = \/E cos (Zﬂkx), (8)

Qo (%) = V2 sin (27tkx) (k= 1, 2,--). (9)

Fourier orthogonal basis {q,(x)} ", satisfies

i=1

! 0,i#],
Mx)q].(x)dx:{ e (10)
b Li=j.

Similarly, if the independent variable x takes a value
in the interval [a, b], the variable must be replaced with
Z=X-alb—a so that the value interval of the variable
Z is [0, 1] [21].

In practical problems, the linear relationship between
variables will in most cases change with another covariate
(such as time, temperature, etc.). Since the data information
when the next covariate changes are unknown, a question
arises: how to use the known historical data to estimate the
parameters of the linear model when the next covariate
changes.

Regarding the parameter estimation of the variable coef-
ficient regression model, the local weighted least squares
method can be used to introduce the concept of variable
coefficient weighted estimable function to construct param-
eter estimators. On the basis of the local weighted least
squares method, this paper combines the relevant content
in nonparametric regression to estimate the variable coeffi-
cients by weighted least squares.

Nonparametric regression models can be divided into
two categories, complete nonparametric regression models
(referred to as non-parametric regression models) and semi-
parametric regression models. The variable coeflicient
regression model is a special case in the semiparametric
regression model.

We assume that the independent variable x,, x,, X
and the dependent variable y satisfy a linear relationship at

the parameter ¢.
y=PBo(t) + By ()t B, (1), (11)

Among them, f,(¢),i=0, 1,2, -, p is a bounded contin-
uous function of a one-dimensional (or multidimensional)
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real variable b and has a continuous derivative, and S;(f) is
called a variable coeflicient.

We assume that t,,t,,;, -+, t, is n points of ¢, near a
specified point, and the sample observation value (y;, t;, x;,

“X;,) is obtained by observing at each point.
yi=Bo(t) +ﬁ1(ti)xil+”'ﬁp(ti)xip+€i‘ (12)

Among them, ¢,¢,, ¢, Eg; =0, Vare; =02,i=1,2,
R
The variable coefficient regression model uses the obser-
vation value (;, t;, x;,"+x;,) at the point ¢; near , to esti-
mate the parameter f3,(t) at f,. Since the observations at
different ¢; have different “importance” relative to t,, the
weight function w;(,) needs to be used to measure.

This paper uses the distance between the observation
value at t; and ¢, to define the relationship between them,
namely,

wi(to) :w(p(vi’ Vo))' (13>

Among them, p(v;, v,) represents the Euclidean distance
fromv;tov,, i=1,2,---,n.

The most commonly used weight function estimation is
kernel estimation and nearest neighbor estimation.

The probability density function K(-) with symmetric
origin is selected:

JK(u)du= 1, (14)

is the kernel function and window width h,, > 0. The nuclear
weight function is defined as

W) = g ) (1)
(x) = 1 .
" z;l=1Kh2 (X] - .X)
Among them, K, (u) = h'K(uh') is also a probability
density function, and the parameter h, is called the window
width.
The Nadaraya-Watson kernel estimate is defined as

(16)

)
=
S

I

™M=

5
©
~

I
—

The K-nearest neighbor non-parametric estimation
algorithm is mainly composed of four parts: database gener-
ation, near neighbor sample subset search, near neighbor
subset optimization, and forecast quantity estimation. The
data flow relationship can be seen in Figure 1.

Four steps of the K-Nearest Neighbor Nonparametric
Regression Prediction Algorithm.

(1) The more historical data, the more conducive the
nonparametric regression estimation is to more truly
and completely express the characteristics of the sys-
tem state, and the more conducive to obtaining
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FIGURE 1: Schematic diagram of K-nearest neighbor nonparametric estimation algorithm.

accurate forecast estimates. Moreover, the historical
database should be dynamic. As long as there is
new data, it will be put into the database and the
database data will be updated continuously

(2) The process of searching for neighbors is to find his-
torical records similar to the current state condition
characteristics in the historical database according
to the predefined similarity measure and mark the
searched historical records with similar characteris-
tics as a neighbor. All the searched neighbors form
a subset of neighbors

Step 1. Put the observed historical data into the database to
build a complete historical database.

Step 2. Define a state vector that meets the requirements.

Step 3. Select the appropriate distance measurement method
to determine the nearest neighbor search rules.

Step 4. Determine the appropriate K value and select K near-
est neighbors in the historical database.

Step 5. Input the K-nearest neighbors determined in Step 4
into the prediction algorithm to obtain the predicted value.

The optimal neighbor subset refers to the subset formed
by the neighbors that contribute the most to the forecast
estimate among all the neighbors obtained by the search.
Generally, it is determined by control parameters and opti-
mization indexes. The control parameter of the K-nearest
neighbor nonparametric estimation is the sample size of
the optimal nearest neighbor subset. The optimization index
can be similar to the index in the parameter estimation
model. At present, the minimum prediction error sum of
squares criterion is frequently used.

(3) After the optimal nearest neighbor subset is deter-
mined, the optimal subset can be used to estimate
the production forecast. The state feature vector

has been divided into condition feature vector and
forecast feature vector in the database. In this way,
each neighbor in the optimized neighbor subset has
a corresponding predictor feature vector, and these
predictor feature vectors can be regarded as the out-
put corresponding to the conditional feature vector
of each neighbor. The latest input conditional feature
vector has a certain “distance” from each neighbor in
the nearest neighbor subset. Therefore, it is necessary
to synthesize the output vectors in all the best nearest
neighbor subsets to get the most likely output vector
corresponding to the conditional feature vector to be
predicted. It is generally assumed that such a com-
prehensive operator is a linear operator or a random
operator, and it can also be assumed to be a nonlin-
ear operator. The most commonly used is the arith-
metic average operator or the weighted average
operator

The core problem of the K-nearest neighbor nonpara-
metric estimation algorithm is the determination of the
weight function of the nearest neighbor subset. By referring
to the method of determining the weight function in the ker-
nel weight estimation, this paper gives the following K
-nearest neighbor kernel weight estimation model.

Weset 1 <k<n,and ], = {i: X, is one of the k nearest
predicted values to x}. Moreover, we combine the relevant
theories in the kernel weight estimation to obtain the K
-nearest neighbor kernel weight estimate of the nonparamet-
ric regression model as

_ Y K((X; = x)/R(x, k)Y,
© YLK((X - x)R(x k)

i, (5, k) (17)

Among them, the function K(-) is the kernel function in
the kernel weight estimation, and the similarity measure
between the data is defined by the Euclidean distance,
namely,

R(x) = max { [CREREE) ze]x}. (18)



From equation (1), it can be seen that the K-nearest
neighbor kernel weight estimation is the weighted average
of the k observations closest to x.

The commonly used kernel function for K-nearest
neighbor kernel weight estimation is K(u)=d(d +2)/2S,
(1-ul—-—u3), , where S;=2n"?/T(d/2). The K-nearest
neighbor nuclear weight using a one-element kernel is esti-
mated as

3R [0 -] ),

B 12 (19)
Tk (R [ -7 06 -0] )

7, (x)

The commonly used kernel functions are triangular ker-
nel function (1-|u]|),, parabolic kernel function 0.75

(1-u?),, fourth power kernel function 15/16((1 - |u|2)+)2,
and sixth power kernel function 70/81((1 — |u|3)+)2.

(i) In addition to retaining the characteristics of nuclear
power estimation, the nearest neighbor nuclear
power estimation also has properties such as consis-
tency and asymptotic normality under appropriate
conditions. The convergence speed at the interior
point can reach O(n=2k+4)

From this, the observation value at t; can be estimated to
the k-nearest neighbor kernel weight at ¢, as

K(R(v)™! Vs ¥,
Wito) = W(p(vi o)) = o (R() [_)1( %)) - (20)
TELK(RW) " p(vivo))
Among them, R(v) =max {p(v;,vy): v, €], }.
According to regression estimation theory, when the
error term of the established regression model has heterosce-
dasticity, the parameter estimation obtained by the ordinary
least squares regression method is biased.

o~

B(t,) is the weighted least squares estimate of 5(¢,). If
B(t,) satisfies

Q(B(to) ) = ming, Q(A(ty)): (21)
Among them,

(Bt0) = 3. Wilto) [3= Bolt) = By(t5u =B, 1), |

= (Y = XP(to)) " W(to) (Y = XB(t5))-
(22)

From

0QBt) _ Ty 2 )
3Bty -2 Wlt)Y = 2XW(to)XB(ty) =0. (23)
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Voice communication system, which
includes voice transmission and the
implementation of the interface

QT graphical
interface library

Software

( related

Cropped embedded Linux system, libe
library, wireless network card drive, etc

Hardware

“; related

OMA P5912 platform, wireless
network card module

F1GURE 2: The overall framework of the system.

We obtain
XTW(t))XB(t,) =X " W(t,)Y. (24)
When XTW(t,)X is reversible, we obtain
B(ty) = (XTW(t)X) " X W(ty)Y. (25)

4. Intelligent Predictive Analysis System Based
on Embedded Wireless
Communication Network

The wireless voice communication system implemented in
this paper uses an embedded design model. After refine-
ment, the entire system must complete the design of the fol-
lowing modules. The overall system framework is shown in
Figure 2.

The overall design process of the system is divided into a
system migration part, a software development part, and a
graphical interface development part. The system migration
part is to build an environment for the software part, includ-
ing transplanting the Linux kernel and so on. The software
part is to complete the voice transmission and reception,
voice conversation management functions, and so on. The
overall design process of the system is shown in Figure 3
below.

In order to assist the upper layer protocol to select a bet-
ter link for data transmission and effectively improve the
transmission efficiency of the network, real-time and accu-
rate link quality prediction is required. Existing research
shows that although PRR is the most common and direct
link quality indicator for link quality evaluation, the PRR
in a small-time window cannot accurately reflect the link
quality, and long-term statistics are needed to obtain a more
accurate PRR estimate. Therefore, the agility of directly
using PRR for link quality prediction is usually very poor.
Existing link quality prediction methods usually predict
physical layer parameters such as RSSI, LQI, and SNR, and
then evaluate the link quality based on the mapping model
between the corresponding physical layer parameters and
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FIGURE 3: Flow chart of overall system design.
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FIGURE 4: Traditional link quality prediction method model.

PRR. This can effectively solve the problem of poor agility in
directly using PRR. Figure 4 summarizes the traditional
wireless link quality prediction model.

The RNN-LQP proposed in this paper is shown in
Figure 5. The predictor uses a recurrent neural network to
predict the LQI counted in a small time window to ensure
sufficient agility. Considering that the cyclic neural network

has short-term memory characteristics and high prediction
accuracy, it can also ensure sufficient accuracy and reliabil-
ity. In addition, the predictor also selects LQI as the physical
layer parameter.

In order to prevent data conflicts and network conges-
tion and cause a large number of data packet loss, which will
cause a serious negative impact on the performance of the
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FIGURE 5: RNN-LQP structure diagram.
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FIGURE 6: The structure diagram of the closed-loop system under
the RR protocol.

system, this paper will use the RR protocol to schedule the
data transmission sequence from the sensor to the control-
ler. The structure of the control system based on the RR pro-
tocol is shown in Figure 6.

According to Figure 7, it can be obtained that both of
the two robust MPC strategies proposed based on the
cyclic communication protocol can make the closed-loop
system finally reach an asymptotically stable state. In addi-
tion, according to Figure 8, it can be known that the
attractive domain of the robust MPC strategy with a free
control function is larger than that of the robust MPC
strategy without free control function. Therefore, appropri-
ately increasing the free control function can make the
optimization of the system more flexible and easier to
achieve stability.

The big data prediction model can effectively extract the
characteristics of the time series of the core performance
indicators of the communication network, but it still has
the defect of low data processing rate. In order to solve this
problem, this paper models separately according to the clas-
sification results, reduces the model data dimension, and
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FIGURE 7: State trajectory of robust MPC based on RR protocol.
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FiGure 8: The attractive domain of robust MPC based on RR
protocol.

improves the prediction rate. Figure 9 shows the flow chart
of the improved big data prediction model based on support
to the machine and association rules.

Although the analysis and prediction of massive data can
improve the accuracy and reliability of the prediction results,
the processing of massive data will inevitably bring defects
such as slow prediction rate, so appropriate measures must
be taken to increase the prediction rate. It is necessary to
analyze the change law of the core performance indicators
of the mobile communication network, use the change law
to extract and classify the core performance indicators, and
establish prediction models for different data segments of
the performance indicators. On the one hand, data dimen-
sions can be reduced, data processing time can be reduced,
and the prediction rate can be improved. On the other hand,
different parameters are used to predict different categories
of core performance indicators, so that the prediction results
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FIGURE 9: Flow chart of an improved big data prediction model based on SVM and association rules.

have higher accuracy. In time series, the series can be divided
into stationary time series and nonstationary time series. A
stationary series means that the mean and variance of the
series have no systematic changes and strictly eliminate peri-
odic changes. Intuitively speaking, the series have small fluc-
tuations and no trend changes. The nonstationary time
series corresponds to the stationary time series, and it is
intuitively manifested as the series changes and fluctuates
greatly. In the same time series, there are also stationary
and nonstationary segments. For the core performance indi-
cators of mobile communication networks in the form of
time series, the numerical changes are also divided into sta-
tionary time series and nonstationary time series. For the
core performance indicators of the mobile communication
network, the stationary segment is called the nonbusy hour,
and the nonstationary segment is called the busy hour. The
so-called busy hour means that the core performance index
of the cell fluctuates greatly over time, and the so-called non-
busy hour means that the change of the core performance
index of the cell tends to be stable. In mobile communication
networks, busy hours and nonbusy hours generally appear in
day and night, weekends, and normal hours. Excessive cell
network load is the main reason for busy hours, and the
main goal of network optimization is to optimize network
resources and reduce network load. Therefore, in the predic-
tion of core performance indicators of mobile communica-
tion networks, busy hour performance indicators are more
important. Figure 10 shows the busy and nonbusy hours of
the RRC setting success rate in one cycle. Among them,
the blue dot represents the value of the RRC setting success
rate, the red area is the busy period, the green area is the
nonbusy period, and the black line is the line where the
dividing point between busy and nonbusy hours is located.
Since the predictive analysis of busy hour performance
indicators is essential for network optimization, and the cor-

Schematic diagram of the busy /
unbusy time decomposition
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F1Gure 10: RRC setting success rate during busy/nonbusy time in a

single cycle.

rect distinction between busy hour and nonbusy hour is the
prerequisite guarantee for busy hour prediction, the tradi-
tional method of identifying busy hour and nonbusy hour
is to find a demarcation point. The algorithm performs dif-
ferential processing on points in a single cycle and takes
the absolute value to obtain L-1 differential values and
defines the minimum busy/nonbusy time length N and the
busy/nonbusy time threshold xx. The algorithm sequentially
calculates the probability P1 that the value of the first N con-
secutive points is greater than the threshold value for point i
(range N + 1 ~ L) and the probability P2 that the value of the
next consecutive N points is less than the threshold value.
Moreover, the algorithm calculates the comprehensive pro-
portion P1+ P2 or 2—P1— P2 and selects the point with
the maximum comprehensive proportion among all the
points as the busy/nonbusy time boundary point. The length
N is user-defined and is at least one-third of the period
value. If it is less than one-third of the period value, there
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FiGure 11: Discrimination rules for single-cycle busy/nonbusy time.

TaBLE 1: The prediction effect of the intelligent prediction analysis
system based on the embedded wireless communication network.

No. The method me;l;l}cl)fi of No. The method met?l?d of
of this paper (18] of this paper [18]
1 88.24 76.24 22 93.76 81.21
2 94.80 87.79 23 89.75 80.83
3 92.19 80.67 24 88.93 83.60
4 95.61 86.90 25 93.63 81.24
5 90.79 85.85 26 93.72 82.40
6 90.34 80.82 27 86.57 81.64
7 92.03 84.27 28 87.84 82.19
8 89.99 79.78 29 88.02 80.66
9 90.31 81.16 30 94.71 83.80
10 92.04 84.58 31 91.93 79.36
11 92.09 82.65 32 89.85 77.48
12 91.54 84.08 33 88.75 82.56
13 95.55 82.80 34 94.19 82.16
14 88.22 83.24 35 86.38 75.30
15 90.36 83.11 36 95.21 81.00
16 89.64 81.32 37 86.80 76.10
17 89.29 81.96 38 86.88 80.43
18 91.78 81.04 39 94.31 80.29
19 86.25 76.18 40 92.11 86.84
20 94.62 84.86 41 92.51 78.70
21 87.94 75.12 42 88.71 77.93

may be multiple busy/nonbusy demarcation points in a single
period. The threshold is determined according to the fluctua-
tion range of the performance index, and the general range is
0.1 ~1. The figure below shows the rules for distinguishing
between busy and nonbusy hours. The discriminant rule of
single-cycle busy/nonbusy time is shown in Figure 11.

The method in this paper is compared with the literature
19, and the effect of model prediction is comprehensively
evaluated. The performance evaluation of the intelligent pre-
dictive analysis system based on the embedded wireless
communication network is carried out, and its intelligent
predictive effect and intelligent decision-making effect are
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TaBLE 2: Decision-making effect of intelligent predictive analysis
system based on embedded wireless communication network.

No. The plethod metj;l}cl)ecl of No. The method me;fl};fi of
of this paper (18] of this paper [18]
1 85.72 74.78 22 83.25 76.66
2 81.36 73.41 23 92.42 80.10
3 88.89 78.69 24 81.01 70.97
4 80.13 70.80 25 87.11 75.45
5 92.68 84.75 26 87.70 74.73
6 85.44 78.03 27 82.96 77.31
7 79.71 72.31 28 84.74 76.48
8 80.15 70.75 29 91.16 85.02
9 88.64 81.93 30 92.08 79.88
10 89.11 76.71 31 83.05 71.75
11 80.95 76.68 32 90.59 79.47
12 87.04 79.12 33 82.88 71.64
13 89.74 77.02 34 80.17 71.58
14 81.35 75.06 35 89.89 79.05
15 84.31 79.19 36 81.59 71.31
16 87.58 75.12 37 82.62 73.66
17 79.58 70.11 38 84.82 72.23
18 92.72 86.95 39 88.01 75.30
19 87.48 77.94 40 86.60 82.19
20 90.91 81.84 41 89.08 77.69
21 80.71 76.12 42 83.85 71.71

counted, and the test results shown in Tables 1 and 2 below
are obtained.

From the above research, it can be seen that the intelli-
gent predictive analysis system based on the embedded wire-
less communication network proposed in this paper is very
effective and has a positive effect on the construction and
development of the embedded wireless communication
network.

5. Conclusion

In order to further improve the network performance, it is
necessary to study the network traffic and extract the param-
eters that can characterize the network traffic, so as to pass
the modeling and performance analysis of the network traf-
fic. At the same time, it is necessary to find adjustable perfor-
mance parameters and implement effective control of traffic,
thereby improving and optimizing network performance. In
addition, today’s networks are beginning to carry more and
more application services, the scale of networks is getting
larger and larger, and the characteristics of network behav-
iors are becoming more and more complex. This has
brought huge challenges to network service quality, flow
control, and network management planning, and contradic-
tions have become increasingly prominent. This article takes
the embedded wireless communication network as the
research object, constructs the intelligent predictive analysis
system, and validates and analyzes its performance. The
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research results show that the intelligent predictive analysis
system based on the embedded wireless communication net-
work proposed in this paper is very effective and has a pos-
itive effect on the construction and development of the
embedded wireless communication network.

The research work in this paper is mainly to carry out
distributed predictive control research for the agent of the
nonlinear nominal model, but the influence of uncertainty
on the system is not fully considered, such as the uncertainty
of the agent model, the uncertainty of external interference,
and communication uncertainty between agents. In view of
these problems, the traditional robust predictive control
method can be used for reference, but it cannot be simply
and directly extend to distributed situations, so the follow-
up further research needs to focus on the above problems
and performance improvement.

Because the forecasting process is affected by many factors,
the regression-based forecasting method has complex charac-
teristics, which makes its forecasting have its complex charac-
teristics. At the same time, each forecasting model has its own
shortcomings and adaptability. Therefore, as far as the current
research methods and prediction models are concerned, a lot
of research is still needed, which is also the next step.
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