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With the rapid development of information technology, the internet of things (IoT) technology has been integrated into most
people’s daily life and work. However, the IoT must confront many new security challenges. Specifically, the increase in the
variety of IoT-connected devices has diversified the network. Meanwhile, the high data rates and spectral efficiency offered by
5G cellular networks facilitates the increasing capacity of IoT network traffic. Therefore, network traffic data are characterized
by an expanded large scale, wide diversity, and high dimensions, which greatly affects the functionality and efficiency of
intrusion detection methods. Although the existing neural network-based intrusion detection methods partially resolve the
above problems, they need to execute a lot of nonlinear transformations when learning and characterizing data, resulting in a
large loss of feature information. To address this problem, in this paper, we first design a new neural network model based on
the gate recurrent unit (GRU), namely, the supplement gate recurrent unit (SGRU). Compared with a traditional GRU,
through loss compensation, a SGRU can reduce the loss of feature information caused by nonlinear transformations when
learning and characterizing network traffic data. Then, we adopt the SGRU to propose a novel intrusion detection method to
monitor the security of the network. Finally, we developed the corresponding prototype system and verified its performance.
The experimental results demonstrate that our proposed intrusion detection method is more accurate than previous intrusion
detection methods.

1. Introduction

With the rapid development of information technology,
especially the development of the internet of things (IoT)
[1, 2] technology, IoT has gradually integrated with people’s
daily lives, causing significant changes to the traditional
ordinary network environment. Different from the tradi-
tional ordinary network environment, the IoT is based on
a wireless network, seamlessly connecting various objects
into the network. This technology helps connect the network
world with the physical world. However, the existing wire-
less network infrastructure is relatively simple, so no fixed
self-protection mechanism exists. This leads to weak security

of the IoT devices, which makes IoT security protection par-
ticularly important.

To protect network security, many network security
protection methods are available, such as firewalls [3, 4],
vulnerability scanning [5, 6], data encryption [7], and user
authentication [8]. Although these methods can achieve
security protection in traditional network environments,
they are not perfectly suited for IoT network environments.
The main reason is that in the IoT network environment,
attackers may actively launch various types of attacks
through system vulnerabilities, thus entering the computer
system and stealing private information. In an effort to
solve the aforementioned problems, intrusion detection
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has gradually attracted extensive attention both in acade-
mia and industry [9, 10].

Intrusion detection is a network security software
mechanism that can be used for monitoring of network
traffic and provides alerts to network administrators when
network traffic data are abnormal. Different from tradi-
tional network security protection methods with only pas-
sive defenses, intrusion detection is a proactive security
protection technology. By deploying intrusion detection,
network administrators can control the security threats
faced by the IoT network systems in real time. Therefore,
intrusion detection is one of the most important parts of
network security protection.

Generally, the existing intrusion detection methods can
be summarized as statistical-analysis-based intrusion
detection methods, time-series-based intrusion detection
methods, and machine-learning-based intrusion detection
methods. However, in the IoT network environment, net-
work traffic data usually present large-scale and high-
dimensional characteristics. Additionally, network traffic
data are often time-sequential, which brings unique chal-
lenges to existing intrusion detection methods. Specifically,
on the one hand, because of high-dimensional and large-
scale network traffic data, the existing statistical-based intru-
sion detection methods need to execute a large amount of
calculations, resulting in low time-series-based intrusion
detection method detection efficiency. On the other hand,
the time-series-based intrusion detection methods only use
time as an analysis factor and fail to consider other relevant
factors. However, the network traffic data are characterized
by randomness and diversity. Hence, the time-series-based
intrusion detection methods cannot achieve accurate intru-
sion detection. Although traditional machine-learning-
based intrusion detection methods can improve the effi-
ciency of time-series-based intrusion detection method
detection, they also suffer from low accuracy because of the
randomness and diversity of the network traffic data.

Deep neural network (DNN) can learn the characteris-
tics of complex and high-dimensional data effectively,
which offers a new approach for the implementation of
intrusion detection. As far as we know, the existing intru-
sion detection methods are mainly based on backpropaga-
tion neural networks (BPNN). However, they cannot work
well for high-dimensional time series. Meanwhile, the
existing recurrent neural network (RNN), such as the
gated recurrent unit (GRU), often cause a loss of feature
information due to the occurrence of many nonlinear
transformations when learning and characterizing network
traffic data.

1.1. Contributions. In this paper, we examine a practical and
challenging problem, finding ways to increase the accuracy
of intrusion detection in IoT network environments. Specif-
ically, we design a new deep neural network model, namely,
supplement gate recurrent unit (SGRU). Then, we apply the
SGRU to design a novel intrusion detection method that can
achieve efficient and accurate intrusion detection. Therefore,
the three main contributions of this paper are summarized
as follows:

(i) Most of the existing neural networks do not work
well on high-dimensional time-sequential. Mean-
while, they need to perform a large number of non-
linear transformations, which leads to the problem
of feature loss in characterization learning. To
address the above problem, based on GRU, we
design a new neural network model, namely, SGRU.
Compared with the traditional GRU, SGRU can not
only learns and characterizes data through the
data’s time-sequential, but also alleviates the loss
of feature information caused by the nonlinear
transformations

(ii) We design a SGRU-based intrusion detection
method for the IoT network environment. Specifi-
cally, we utilize the SGRU to learn the characteriza-
tion of network traffic data and give a theoretical
basis. Our proposed SGRU-based intrusion detec-
tion method judges whether the network is in a
secure state by analyzing the characteristics of net-
work traffic data. Hence, the network administra-
tors can accurately learn the security threats faced
by information and networks systems, enabling
them to take effective safeguard in time

(iii) We analyze the time complexity of our proposed
SGRU-based intrusion detection method and three
other different intrusion detection methods. It can
be seen from the comparative analysis results that
the time complexity of our proposed SGRU-based
intrusion detection method is the same as that of
the three other intrusion detection method. More-
over, a prototype system is developed, and a perfor-
mance evaluation is provided. Compared with the
existing intrusion detection methods, it can be seen
that the intrusion detection method based on SGRU
has a better effect

1.2. Related Work. Because of its prime performance, intru-
sion detection has been extensively studied both in industry
and academia. Generally, the existing intrusion detection
methods can be summarized as statistics-analysis-based
intrusion detection methods [11], time-series-based intru-
sion detection methods [12, 13], and machine-learning-
based intrusion detection methods [14, 15].

1.2.1. Statistics-Analysis-Based Intrusion Detection Methods.
Gu et al. [16] developed a network traffic anomaly detection
system that compared current baseline distributions with the
entropy value of network traffic utilizations, which could
effectively detect network anomalies, such as port scans
and different types of synchronous attacks. Mazel et al.
[17] introduced a method that combined interclass and sub-
space clustering result associations to achieve unsupervised
network anomaly detections. Song and Liu [18] presented
a dynamic k-nearest-neighbor (KNN) distance anomaly
detection method based on cumulative storms. Compared
with other methods, their method was more effective in
anomaly detection. Mohammadi et al. [19] utilized a filter
and wrapper to design a method for intrusion detection
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using feature selection and clustering algorithm, which
improved the intrusion detection performance. Zhou et al.
[20] designed a new intrusion detection method, which is
implemented by ensemble learning and feature selection
techniques. In their method, a heuristic algorithm was used
for dimensionality reduction. In addition, they utilized the
voting technique and probability distribution of the base
learner to identify attacks. Moustafa et al. [21] presented
an integrated intrusion detection method to mitigate mali-
cious events, which generated new statistical flow features
from the protocol based on the analysis of the latent proper-
ties in the network. Unfortunately, the above methods
require a lot of mathematical calculations. Therefore, the
statistics-analysis-based intrusion detection methods are
not efficient and accurate in the face of large-scale, multifea-
tured network traffic data.

1.2.2. Time-Series-Based Intrusion Detection Methods. Han
and Zhang [22] used weighted self-similar parameters for
detection in order to achieve network activity anomaly
detection. Ye et al. [23] designed an anomaly detection
method that was immune to nonstationary time series,
which could achieve better evaluation performances by
using the Hurst parameter estimation algorithm and the
fractional Fourier transform (FRFT) algorithm. Yu et al.
[24] improved the anomaly detection method using the
autoregressive integrated moving average (ARIMA) model,
which was improved for the imbalance and nonstationary
characteristics unique to wireless sensor networks (WSNs).
Pérez et al. [25] presented a new intrusion detection method.
By combining time series analysis and multiplexed net-
works, their method could calculate the probability of an
IP address being an attacker at a specific time. Abaeian
et al. [26] designed a time series based intrusion detection
method, which utilized the generalized autoregressive mov-
ing average (GARMA) method to study time series proper-
ties. To effectively reduce the false-positive rate, Bozdal
et al. [27] proposed a wavelet-based method, which could
localize the behavioral changes in the controller area net-
work (CAN) traffic by analyzing the transmission patterns
of a CAN network. However, the time-series-based intrusion
detection method only uses time as an analysis factor, result-
ing in a low accuracy in intrusion detection.

1.2.3. Machine-Learning-Based Intrusion Detection Methods.
Gu and Lu [28] presented a naive Bayesian (NB) feature
embedding and a support vector machine– (SVM–) based
intrusion detection method. Iwendi et al. [29] used the
correlation-based feature selection approach to extract data
features and then analyzed the dimensionality-reduced data
through an integrated classifier, thereby constructing an intru-
sion detection system. Mittal et al. [30] used the low energy
adaptive clustering hierarchy protocol for Levenberg-
Marquardt neural networks (LEACH-LMNN) to analyze the
network lifetime and the use of the gating mechanisms in
wireless sensor networks. Through comparative experiments,
it can be seen that this method has improved the detection
accuracy. Xiao et al. [31] proposed a convolutional neural net-
work– (CNN–) based intrusion detection method. They first

used different dimensionality reduction methods to remove
the redundant features of the network traffic data. Then, they
utilized CNN to extract features from the data. Devan and
Khare [32] designed an intrusion detection method that used
XGBoost technology for feature selection and then utilized
DNN to classify the network intrusions. Muhammad et al.
[33] presented an intrusion detection method based on
stacked autoencoders (SAE), which improved the classifica-
tion accuracy. Imrana et al. [34] proposed an intrusion detec-
tion method based on bidirectional long-term and short-
term memory (BiLSTM). Although the above methods
improved the accuracy of the intrusion detections, they did
not consider the loss of the feature information caused by
the nonlinear changes in the neural network.

1.3. Organization. We introduce the work in the following
Sections of this paper as follows. In Sections 2 and 3, we
introduce the structure of GRU and SGRU, respectively.
Then, we introduce the implementation of SGRU-based
intrusion detection method in Section 4. Subsequently, we
present a computational complexity comparison in Section
5. Next, we develop a prototype implementation of our pro-
posed method and conduct comparative experiments in Sec-
tion 6. Finally, we provide a brief and prospects for future
work in Section 7.

2. Gate Recurrent Unit

In 2014, to address the ineffective transfer of long-term
memory information and the gradient disappearance in
backpropagation, Cho et al. designed a new recurrent neural
network, namely, recurrent unit (GRU) [35]. Specifically, a
GRU has two gate structure units, the reset gate Rt and
update gate Zt , as shown in Figure 1. The Rt gate is used
to control the flow of the hidden state information from
the previous moment in the current candidate set to the cur-
rent moment set of the candidate hidden states. The Zt gate
is used to control how much unrelated content of the current
candidate state needs to be forgotten at the previous
moment and to determine how much of the current candi-
date set hidden state is retained.

As shown in Figure 1, in this paper, we use Rt to denote
the reset gate and Zt to denote the update gate. Then, the
learning model of GRU can be described as follows.

First, in a GRU, the reset gate and update gate are deter-
mined by past information ht−1 and current information xt .
Then, the formulas are as follows:

Rt = σ WR∙ ht−1, xt½ �ð Þ, ð1Þ

Zt = σ WZ∙ ht−1, xt½ �ð Þ: ð2Þ
Second, the candidate set of a GRU is controlled by the

reset gate, and the formula can be expressed as follows:

eht = tanh W~h∙ Rt × ht−1, xt½ �ð Þ: ð3Þ

Third, in the update memory phase, a GRU updates ht
through the following formula:
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ht = 1 − Ztð Þ × ht−1 + Zt × fht : ð4Þ

Finally, the output of the forward propagation is yt ,
which can be computed through the following formula:

yt = softmax Wo∙htð Þ: ð5Þ

3. Supplement Gate Recurrent Unit

Generally, a GRU is capable of learning and characterization
based on the temporal nature of the network traffic data.
However, a GRU contains a large number of nonlinear trans-
formations, which might lead to feature information loss in
learning and characterizing the network traffic data. There-
fore, we design a new neural network model based on
GRU, namely, supplement gate recurrent unit (SGRU), as
shown in Figure 2. Unlike the original GRU, the SGRU uses
the loss compensation principle to alleviate the loss of the
feature information when the SGRU executes nonlinear
transformations. Therefore, the SGRU has more advantages
in learning and characterizing of the IoT network traffic data.

As shown in Figure 2, the SGRU model consists of two
GRUs, the OGRU and DGRU. In the SGRU, the OGRU is
used for learning and characterizing the input data. Then,
the DGRU is used to decode and restore the feature data
after learning and characterizing by the OGRU. Without loss
of generality, we use xinput to represent the input data, xt to
represent the characterizing data learned by the OGRU, xout
to represent the data restored by the DGRU, lc to represent
the loss data, and lcout to represent the loss compensation
data. The specific implementation process of the SGRU is
as follows.

First, we use the OGRU to perform the learning and
characterization of the input data to obtain xt . The specific
formula is as follows:

xt =OGRU xinput
� �

: ð6Þ

Second, we use the DGRU to restore xt to obtain xout.
Then, xinput minus xout to obtain the loss data lc. The specific
formulas are as follows:

xout =DGRU xtð Þ,
lc = xinput − xout:

ð7Þ

Finally, the loss data lc are subject to learning and char-
acterization through the OGRU again to obtain the loss
compensation data lcout. Then, lcout is added to xt so that
the loss of the feature information in xt is supplemented,
and the intrusion detection accuracy can be improved. The
formulas are as follows:

lcout =OGRU lcð Þ,
xt = xt + lcout:

ð8Þ

In addition, we also use the pseudocode in Algorithm 1
to describe the specific internal implementation process of
the above SGRU.

In Algorithm 1, we first input the preprocessed xinput to
the OGRU for learning and characterizing the xt . Then, we
input xt into the DGRU for resotring to obtain xout. Subse-
quently, we subtract the resotredxout from the original input
xinput and input the resulting loss data lc into the OGRU for
learning and characterization to obtain lcout. Finally, we sup-
plement lcout to xt to obtain the output data xt after the sup-
plementary learning.

4. Our Proposed Method

In this section, we establish the system model of our pro-
posed SGRU-based intrusion detection method and intro-
duce the method.

4.1. System Model. The design of an accurate intrusion
detection method is important for IoT network environ-
ments. In particular, with the widespread popularity of cloud

ht–1 ht

ht
~

Rt Zt

𝜎𝜎

+×

×
×

1–

tanh

Xt

Figure 1: Structure of the GRU model.
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computing [36, 37], IoT [38, 39], and wireless networks
[40–42], network traffic data are instilled with the character-
istics of diversity, series timing, randomness, and high
dimensionality, which creates many new problems for the
existing intrusion detection methods. Specifically, it directly
affects the accuracy and universality of the intrusion detec-
tion methods. Moreover, there are a large number of nonlin-
ear transformations in neural networks. Hence, when the
network traffic data are learned and characterized, many fea-
tures are lost. To solve the above problems, we propose a
SGRU-based intrusion detection method, whose system
model is shown in Figure 3.

In our proposed intrusion detection method, we first
design a new recurrent neural network, namely, SGRU.
Then, we adopt SGRU to build a new intrusion detection
method. Compared with other DNNs, a SGRU not only
learns and characterizes network traffic data through
time-sequential but also uses the loss compensation mech-
anism to reduce the feature loss caused by a large number
of nonlinear transformations. As a result, the performance
of our proposed SGRU-based intrusion detection method
is more attractive.

4.2. SGRU-Based Intrusion Detection Method. We use Algo-
rithm 2 to introduce our proposed SGRU-based intrusion
detection method in detail.

In Algorithm 2, we utilize X − train as the network
data training set, Y − test as the network data test set,
Rlabel as the real attack label, n as the training epoch, S
as the intrusion detection value, and R to represent the
comparison result.

In the above Algorithm 2, we first input X − train into
the SGRU model for the training of the SGRU model. Then,
the trained SGRU model is obtained through n epoch of
training. Subsequently, Y − test is input into the SGRU to
obtain the corresponding detection result S. Finally, we
compare S with the true label Rlabel and get the comparison
result R.

5. Computational Complexity Analysis

We compare the time complexity of our proposed SGRU-
based intrusion detection method with GRU, BiLSTM, and
SAE-BPNN-based intrusion detection methods in this sec-
tion and show them using Table 1.

For simplicity, we use m as the input dimension and n as
the dimension of the hidden layer. To facilitate the calcula-
tion of the time complexity of SGRU, we first calculate the
time complexity of GRU. From Formulas (1)-(4) presented
in Section 2, we find that for the GRU, the total operations
time overhead is Tð3 × n ×m + 6 × n2 + 4 × nÞ, so the time
complexity of GRU can be described as O( n2). Subse-
quently, for the SGRU, the total operations time overhead
is Tð3 × ð3 × n ×m + 6 × n2 + 4 × nÞ + 2 × n + 2 ×mÞ, so the
time complexity of SGRU is the same as that of GRU, which
is Oðn2Þ. For LSTM, the total operations time overhead is
Tð4 × n ×m + 7 × n2 + 4 × n,Þ and the time complexity can
be expressed as Oðn2Þ. Meanwhile, the total operations time
overhead of BiLSTM is Tð2 × ð4 × n ×m + 7 × n2 + 4 × nÞÞ,
and the time complexity can be expressed as Oðn2Þ. More-
over, since both SAE and BPNN are two-layer fully con-
nected layer structures in our reproduction experiments,
the total operations time overhead is Tð3 × n ×m + 3 × n2Þ,
and the time complexity is Oðn2Þ.

D_GRU

OGRU

Input data

OGRU

Softmax

–

+

lc
xinput

xinput

xoutput

lcout

xtxt

xt

Figure 2: Structure of SGRU.

Input: xinput .
Output: xt .
1 Preprocessing and other operations on xinput data.
2 xt ← OGRUðxinputÞ
5 xout ← DGRUðxtÞ
6 lc ← (xinput − xout)
7 lcout ← OGRUðlcÞ
8 return xt← (xt + lcout)

Algorithm 1: SGRU method implementation.
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6. Experimental Settings

In this section, we first describe the environment, datasets,
and experimental standards required for the comparative
experiments. Then, we give the results and analysis of the
comparative experiments.

6.1. Experimental Environment and Dataset. The desktop
hardware devices we used in this experiment mainly include
AMD Ryzen 5 3500X CPU, 16G of main memory, and
NVIDIA RTX 2060S graphics card. At the same time, this
desktop also has Windows10 system, cuDNN7.4.2, and
CUDA10.0 driver.

In the experiments of this paper, we use the public data-
set UNSW-15NB as the experimental data [43, 44]. The
UNSW-15NB dataset includes 2,540,044 pieces of data and
9 different anomaly types. The anomaly types are specifically
described as follows:

(1) Analysis: web pages are hacked using tools such as
network ports and scripts

(2) Backdoors: a method of attacking through holes in
computer reservations or defenses

(3) DoS: using a large-scale traffic attack on the attacker
will exhaust the computing power of the computer
and make various computer services unusable

(4) Exploits: a means of attacking through vulnerabili-
ties in the attacker’s computer system

(5) Fuzzers: an attack method that paralyzes the victim’s
system by sending a large number of random
numbers

(6) Generic: a method suitable for attacking block ciphers

(7) Reconnaissance: an attack that uses probing to
gather information about an attack target

(8) Shellcode: an attack method that uses Shell com-
mands to control the victim’s host

(9) Worms: the self-replication method increases the
computing overhead of the victim’s computer,
resulting in low computer efficiency and inability to
work properly

For simplicity, we randomly intercept 550,000 pieces of
data as experimental data, of which 50,000 are used as the
test set and 500,000 are used as the training set.

6.2. Experimental Criteria. In the simulation experiments,
Accuracy, Precision, Recall, F1 score, and FRR are used to
verify the effectiveness of our proposed SGRU-based intru-
sion detection method.

True positive (TP): The actual is positive, and the detec-
tion result is also positive

False positive (FP): The actual is negative, while the
detection result is positive

True negative (TN): The actual is negative, and the
detection result is also negative

False negative (FN): The actual is positive, while the
detection result is negative

Accuracy. The proportion of samples that are correctly
detected in the total sample and the calculation formula is
as follows:

Accuracy = TN + TP
TP + TN + FP + FN

: ð9Þ

Precision. The proportion of samples that are detected as
positive and turn out to be positive and the calculation for-
mula is as follows:

Precision = TP
FP + TP

: ð10Þ

Recall. The proportion of samples that were detected as
positive among the samples were actually positive, and the
calculation formula is as follows:

Data processing

Model building

Intrusion
detection
data set

Intrusion
detection

model

Intrusion
detection

result

Intrusion detection

SGRU
intrusion
detection
method

train

Figure 3: System model.

Input: X − train,Y − test, Rlabel , n-number of epoch.
Output: intrusion detection results R.
1 Initialize the network dataset.
2 for i = 0 tondo
5 SGRU← SGRUiðX − trainÞ
6 end for
7 S ← SGRUðY − testÞ
8 return R← CompareðS, RlabelÞ

Algorithm 2: SGRU-based intrusion detection method.
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Recall = TP
FN + TP

: ð11Þ

F1 score. After a comprehensive evaluation of the intru-
sion detection results using the Recall and Precision indica-
tors, the calculation formula is as follows:

F1score = 2 × Precision × Recall
Precision + Recall

: ð12Þ

FRR. The proportion of samples that detected negative
results among the samples were actually positive, and the
calculation formula is as follows:

FRR = FN
FN + TP

: ð13Þ

6.3. Experimental Results and Analysis. We implement our
proposed intrusion detection method in this section and
compare the method with the experimental results of intru-
sion detection methods based on GRU [35], BiLSTM [34],
and SAE-BPNN [33] analyzed.

6.3.1. Effectiveness Evaluation. We use Accuracy, Precision,
Recall, F1score, and FRR metrics to compare the effectiveness
of our proposed method with GRU-based intrusion detec-
tion methods, BiLSTM-based intrusion detection methods,
and SAE-BPNN-based intrusion detection methods.
Figure 4 shows the comparison of the four metrics, Accu-
racy, Precision, Recall, and F1 score.

Figure 4 demonstrates the performance results of four
different intrusion detection methods from different per-
spectives using four different metrics. It is not difficult to
see that our proposed SGRU-based intrusion detection
method performs better in all aspects compared to the other
three methods. Thus, network administrators can more
accurately grasp the current network security status, thus
greatly enhancing the effectiveness of network security
protection.

It can been seen from Figure 5 that our proposed SGRU-
based intrusion detection method has lower FRR than the
other three methods. That is, our proposed method can pro-
vide network administrators with less FRR. Therefore, our
proposed method can reduce the waste of network resources
caused by FRR while improving the protection performance
of the intrusion detection. The reason is that our proposed
method considers the loss of the feature information caused
by a large number of nonlinear transformations and allevi-
ates this problem by means of a loss compensation.

6.3.2. Efficiency Analysis. In this part of the section, we pro-
vide an efficiency comparison, as presented in Figures 6 and
7. Figures 6 and 7 show the total time overhead and the time
overhead of the test, respectively. We can see that although
our proposed method has a higher overhead in time com-
pared to the other three intrusion detection methods, but
compared with the improvement in accuracy of our pro-
posed intrusion detection method, this part of the time over-
head is acceptable. The experimental results are consistent
with the time complexity analysis in Section 5.

Table 1: Time complexity.

Total operations time overhead Time complexity

SGRU T 9 × n ×m + 18 × n2 + 14 × n + 2 ×m
� �

O n2
� �

GRU [35] T 3 × n ×m + 6 × n2 + 4 × n
� �

O n2
� �

BiLSTM [34] T 8 × n ×m + 14 × n2 + 8 × n
� �

O n2
� �

SAE-BPNN [33] T 3 × n ×m + 3 × n2
� �

O n2
� �
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7. Conclusions and Future Work

In this paper, we studied the design of an accurate intrusion
detection method for the IoT network environment. First,
we proposed a neural network model named SGRU by
improving GRU. Then, we utilized the SGRU to propose a
novel intrusion detection method. This method could
greatly improve the effectiveness of intrusion detection.
Finally, we used simulation experiments to implement our
proposed SGRU-based intrusion detection method and eval-
uated the detection performance. The experimental results
showed that compared with some existing intrusion detec-
tion methods, our proposed SGRU-based intrusion detec-
tion method could achieve a substantial improvement in
effectiveness and accuracy.

In the future, we plan to conduct further research on
intrusion detection. For example, we will explore the possi-

bility of improving the efficiency of intrusion detection by
proposing a simpler neural network structure.

Data Availability

The dataset UNSW-NB15 can be downloaded from https://
research.unsw.edu.au/projects/unsw-nb15-dataset.
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