
Research Article
Sports Performance Prediction Based on Chaos Theory and
Machine Learning

Wei Sun

Sports and Military Education Department, Zhejiang University of Water Resources and Electric Power, Hangzhou,
310018 Zhejiang, China

Correspondence should be addressed to Wei Sun; sunwei917@zjweu.edu.cn

Received 26 March 2022; Revised 31 May 2022; Accepted 9 June 2022; Published 26 June 2022

Academic Editor: Chia-Huei Wu

Copyright © 2022 Wei Sun. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to combine chaos theory and machine learning technology to predict sports performance, a research on sports
performance prediction based on chaos theory and machine learning is proposed. This paper takes the sports performance as
the goal to predict the data; introduce the chaos theory algorithm, and combine the neural network system and particle swarm
optimization algorithm to actively train sports results and ensure the quality of performance prediction. The comparison
between shot put data prediction and real data shows that the prediction results given by the model have little deviation and
can provide technical services for performance prediction for special sports training. When predicting the sports performance
of college students, the prediction accuracy of sports performance of each subject is no less than 90%, which proves that this
system can be used in college sports management. The delay time of the model data is short, which is mainly related to the
correlation coefficient. When the coefficient is determined to be 0.02, the prediction delay time is 5 s, which can effectively
complete the prediction and analysis of sports performance. The combined model has various technical advantages such as
chaos theory, neural system, and particle optimization. It has strong sports performance prediction ability and can provide
technical support for performance prediction for athletes’ training, college sports management, and other related sports industries.

1. Introduction

In the environment of economic development, the national
physical quality has been enhanced, and the students’ sports
performance is a key index to judge the development level of
a country’s sports career [1]. Therefore, the prediction and anal-
ysis of students’ sports performance have been highly valued by
all countries. Students’ physical performance can effectively
describe students’ physical ability, and the prediction method
of students’ physical performance is helpful for physical educa-
tion teachers and physical education management departments
to master the dynamic characteristics of students’ performance
[2]. According to the specific characteristics of students, formu-
late a more scientific and reasonable physical education curric-
ulum plan, significantly improve students’ physical exercise
ability, and ensure that students’ physical education subjects
achieve better results. In order to predict the performance
demand of physical education colleges at all levels, researchers
have deeply explored the change characteristics of physical

education performance, built a multilevel physical education
performance analysis system, and effectively built a prediction
model [3, 4]. It is found that there are two key nodes in the pre-
diction process of sports data of sports students at all levels.
Node 1 is the linear model. This process adds a variety of algo-
rithms, such as regression analysis and grey detection. This pre-
diction form is based on the sports information of a single
sports student tomake a special prediction of performance data.
If students’ sports information changes little, this analysis pro-
cess can be used to feed back the changes of sports information
of sports students. However, when most sports students exer-
cise, their sports performance will be disturbed bymany factors,
such as psychological state, age, and sports environment. This
kind of sports interference problem will increase the variability
of students’ sports information and make it show nonlinear
characteristics. Therefore, the single linear prediction method
used in the initial stage cannot fully show the sports situation
of sports students, will increase the deviation of prediction
results, cannot guarantee the availability of the prediction
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system, and reduces the practicability of students’ sports opera-
tion data. In order to ensure the optimization effect of the linear
model and actively expand the availability of model prediction,
introduce the nonlinear idea and carry out a new modeling and
analysis research. The new analysis techniques introduced are
as follows: support vector, neural algorithm, and so on. The
new modeling system mainly relies on the idea of linear analy-
sis; multilevel analysis of the variation characteristics of stu-
dents’ sports performance has strong prediction ability and
stronger applicability of the model [5].

The method of constructing the prediction model with a
new vision has become the mainstream way of sports achieve-
ment prediction. The neural network system contains three
subjects [6]. With the help of three units, we can deeply ana-
lyze the internal correlation of students’ sports data, which is
more accurate than the previous prediction results. The use
of the neural network needs to determine the initial parame-
ters. The effective design of initial parameters is the key factor
to ensure the accuracy of prediction. At present, in most cases,
the empirical method is used to assume the initial parameters
of the algorithm, which increases the randomness of the
results of the model algorithm. If the initial parameters are
given irregularly, the prediction quality of the network model
will be weakened and the accuracy of prediction information
cannot be guaranteed [7, 8]. Taking the initial parameters as
the optimization starting point, the chaos theory is introduced
to combine it with the machine learning system to build a new
prediction model of sports results. In the early stage, the stu-
dents’ sports results are analyzed, and the chaotic analysis
method is introduced to obtain the change law of sports results
[9]. Then, use a neural algorithm to deal with sports results
efficiently. The particle swarm optimization method is used
to train the processed motion data online to accurately obtain
the initial parameters required by the neural system. Through
practice, it is found that this modeling method can effectively
measure the future trend of motion data and has high predic-
tion accuracy of motion information and high research
value [10].

2. Literature Review

Chaos theory is a theoretical problem that puzzles people for
a long time. In short, the universe itself has a certain degree
of chaos. In a specific environment, there will be conflicts
between the subjects of all kinds of unrelated things, which
will have an unpredictable impact on the things that do
not conflict in the universe. This theory shows that a single
small amount of motion will form a large motion influence
after systematic amplification, and its influence degree will
exceed the motion itself. The formation of butterfly effect
is a representative phenomenon based on chaos theory. In
the documentary, Professor Jim takes the birth of the uni-
verse as the starting point to study the breeding process of
intelligent life. Chaos theory can be used to interpret various
disordered phenomena in the universe and explain the beau-
tiful and exquisite natural science laws in the natural envi-
ronment [11]. The research process of chaos theory can
integrate various complex factors of the universe and effi-
ciently sort out repeated algorithms and simple rules. The

problem worthy of attention is that all kinds of calculation
processes show the huge amount of data, and there is no pre-
dictive ability between the data. Although the theoretical
application gives a judgment basis, it is still unable to truly
obtain the future situation. The main task of machine learn-
ing is to complete classification. Specifically, it includes the
target variables that can be predicted in the invisible data
in the early stage. Classification processing is to effectively
predict target variables with the help of the partition model
of the training data set. With the help of this model, the
results of predicted data variables are accurately obtained
[12–14]. This data processing method can be called super-
vised learning, because the data processing link is used as
the modeling variable. Figure 1 shows the flow chart of
supervised learning and unsupervised learning of machine
learning.

In Figure 1, during the sports performance prediction,
the system will collect a large number of performance char-
acteristic parameters, such as the team’s previous perfor-
mance, game results, and player data. With the help of a
variety of sports information, various stakeholders can
understand the possibility of winning or losing. Generally,
during sports competition, if the predicted competition
results are obtained, the winning or losing situation of each
supporting subject will be judged. In addition, sports man-
agers strive to create appropriate schemes to evaluate the
sports performance of potential opponents in the competi-
tion. Therefore, the process of predicting sports performance
has always been the research direction of all kinds of stake-
holders, including media and sports training organizations.
Various sports data related to sports can be obtained
through open electronic channels. This increases the possi-
bility for people to develop intelligent models and prediction
systems to predict sports performance [15]. In order to carry
out in-depth research on sports performance prediction in
the machine learning mechanism, an artificial neural net-
work should be a method with high frequency [16]. There-
fore, taking the research of the artificial neural network as
the starting point, the artificial neural network usually con-
tains interconnected components (neurons), which convert
a set of inputs into desired outputs. The structure of the arti-
ficial neural network is shown in Figure 2. In Figure 2, there
are four input nodes in the input layer, five hidden nodes in
the hidden layer, and one output node in the output layer.
The main implementation of the neural network focuses
on the nonlinearity of hidden neurons when adjusting
weights. The output of the neural network mainly depends
on the input characteristics and other components related
to the network, such as these weights. The neural network
model is constructed after processing the training data set,
which contains the features used to construct the neural net-
work classification model. In other words, the weights asso-
ciated with interrelated components are constantly changing
to improve the prediction accuracy. These changes are per-
formed by the artificial neural network algorithm to achieve
the accuracy of the expected model previously given by the
user [17]. In most cases, it may lead to the problem of over-
fitting, such as the waste of system operation caused by com-
puting resources such as training time and memory.
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3. Research Methods

3.1. Solutions to Research Problems

3.1.1. Machine Learning Intelligent Framework. Try to mea-
sure sports performance from the perspective of structured
experiment, so as to ensure the accuracy of sports perfor-
mance prediction and obtain a more comprehensive set of
sports data. Figure 3 shows the modeling process of machine
learning. Figure 4 shows the prediction chart of sports
performance.

Figure 3 is a modeling specification of machine learning,
which has multiple links such as business understanding and
data preparation, to ensure the accuracy of sports perfor-
mance prediction and analysis. The functions and usage of
each process in Figure 4 are as follows.

3.1.2. Business Understanding. The business understanding
unit contains multiple data features, such as modeling con-
cept and motion category. The rational use of data under-
standing can carry out performance prediction for specific
sports subjects, excavate the interference conditions of
sports performance, and comprehensively sort out the inter-
ference factors by means of sports performance and expert
analysis, so as to gradually deal with the interference prob-
lems and ensure the prediction quality, for example, sports
performance result prediction, expert prediction, and online

competition [18–20]. If the prediction model is used for
game prediction, it is necessary to correlate the winning
and losing amount factors. For example, when predicting
the expected results of sports events, the introduced odds
parameters are small, and the system return parameters do
not match the real input parameters. For example, a sports
organization obtains an investment of 1.01 yuan, which
means that after obtaining 100 yuan, if the sports perfor-
mance reaches the expected goal, only 1 yuan will be
returned.

3.1.3. Data Understanding. All kinds of data used in sports
prediction can be obtained from online public channels in
most cases [21]. Part of the research work completed in
the early stage can automatically collect motion data. With
the help of script writing program, extract the sports data
of public resources online, and import the extracted data
into the data unit of specific format. Some researchers have
created user operation terminals. Users can use matching
to obtain loading data and effectively predict sports results.
In this link, we need to deeply investigate the factors of data
granularity and level. The preliminary research work uses all
kinds of training information of competition and team. The
sports ability information of sports members is generally
stored in a separate data unit to effectively convert the data
in the game and obtain the data set of sports performance
of members in each game [22].

3.1.4. Data Preparation. Adjust the characteristic value of
sports performance. The motion result data contains a vari-
ety of characteristic parameters, which contain multiple dif-
ference subsets. The eigenvalue matching and division can
be carried out in combination with the development state
of actual sports. If gambling factors need to be added, a
mixed analysis model can be established. When selecting
some eigenvalue algorithms, it is necessary to select the type
with relatively complete feature set or select the combination
of initial feature data. Ideally, forecasters should classify and
select data in combination with the performance prediction
process. Performance prediction selects various characteris-
tics to ensure the accuracy of prediction results. Data pro-
cessing will distinguish between data matching and various
external characteristics of data. For example, the performance

Machine learning

Supervised learning

Classification

Return to the

�e aggregation

Develop predictive models
based on input and
output data

Group and interpret data
based on output data

Unsupervised learning

Figure 1: Flow chart of supervised learning and unsupervised learning.
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Figure 2: Flow chart of the artificial neural network.
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prediction model in football sports needs to add factors such
as unit “meter” and passing speed per hour. The external char-
acteristic data is not related to the competition results, and
such factors have a certain correlation with the competition
itself, for example, the optional reserve player in the game
[23, 24]. This kind of data processing has certain differences,
which can ensure the efficiency of data preprocessing. In the
early stage of the competition, the characteristics of external
data are clear, for example, the distance between the sports
personnel of the two teams and the state of the sports mem-
bers of the two teams in the game.

3.1.5. Modeling. The preliminary modeling process is to
select the available models from the experimental data,
review the modeling process in the past, and select the
models with high prediction success. Secondly, each model
contains characteristic parameters, the corresponding algo-
rithm is selected, and the data test is carried out in the direc-
tion of a subset. The feature selection and category division

of such differences can be used for performance prediction
as the optimal scheme of feature selection.

3.1.6. Performance Prediction. In order to ensure the effec-
tiveness of the prediction model, the game results can be
divided effectively, such as home victory and draw. Then,
the standard is used to divide the data types, and the data
matrix is used to check the correctness of the model, so as
to effectively identify the number of competitions. The
assignment process of data set does not need to be highly
balanced. Therefore, the accuracy of classification will
become the key factor to ensure the rationality of evaluation.
When the data is highly unbalanced, the results of perfor-
mance prediction and evaluation may be more applicable
[25, 26]. In the process of sports prediction, it is key to save
training data efficiently. Compared with the past sports pre-
diction of future results, the cross validation method can be
used, as shown in Figure 5. It can be seen from Figure 5 that
the order of various data will be disrupted during data

Business
understanding

Data
understanding

Data
preparation

Arrange

Appraise Modeling

Data

Figure 3: Machine learning modeling process diagram.
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Figure 4: Sports performance prediction model.
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prediction. It is found that cross validation has high applicabil-
ity for the prediction process of sports performance.

3.1.7. Model Allocation. Generally, model matching is carried
out independently, various sports data are obtained from the
network structure, the sports data are efficiently distributed to
the data unit, and then the forecasters independently add infor-
mation to the data unit, effectively adjust the training informa-
tion and detection data, use a new data training method,
efficiently obtain the data training model, obtain a new perfor-
mancematching result, and feed back thematching result to the
user as prediction information. The learning unit introduced by
this architecture can efficiently obtain sports information in
each period of sports. The training data set is constantly
updated, and the training information is significantly increased.
This classification unit has dynamic variability and can compre-
hensively reflect the learning process of sports members.

3.2. Experimental Method for Verifying the Scheme

3.2.1. Chaotic Algorithm. The performance of sports members
is related to many factors, such as the physical quality of mem-
bers, the quality of coach curriculum design, sports training
methods, training tools, relevant policies, and national econ-
omy, which increase the dynamic variability of sports person-
nel’s performance. In a specific time range, the sports
performance of sports members is mainly related to the sports
information in the current period. Therefore, chaos theory
can be introduced to deeply excavate the changing characteris-
tics of performance information of sports members and find
out the hidden characteristics of various sports achievements.
Assuming that the score of sports personnel available for a
period of time is fxðt jÞ, j = 1, 2,⋯ng, n in the score expression
represents the number of nodes collecting data.With the help of
chaos theory, the motion information can be processed effi-
ciently and the changing data results can be obtained, as shown
in

X tð Þ x tð Þ, x t + Tð Þ,⋯x t + m − 1ð ÞTð Þf g, t = 1, 2,⋯,M:

ð1Þ

In formula (1), T represents the delay time of specific sports
member information andM represents the embedding dimen-

sion of specific sports members. Among them, the parameter
represented bym can be used to feed back the internal relation-
ship between each data and the current sports information.
Using C-C, “Cao,” and other algorithms, the T and m values
corresponding to the sports information of sports members
are given one by one, so as to feed back the change law of sports
members’ performance information hiding [27].

3.2.2. C-C Algorithm Flow. Suppose that the two information
sample nodes of sports performance of a single sports member
are XðiÞ = fxðiÞ, xði + TÞ,⋯xði + ðm − 1ÞTÞg and XðjÞ = fxð
jÞ, xðj + TÞ,⋯xðj + ðm − 1ÞTÞg; use formula (2) to obtain the
distance between the two score information.

rij = X ið Þ − X jð Þk k: ð2Þ

The critical radius parameter r is added to formula (2), and
the correlation integral is used to describe the data proportion
of each point in this critical area. The specific description
method is shown in

C m,N , r, Tð Þ = 2
M M − 1ð Þ 〠

1≤i≤j≤M
H r − X ið Þ − X jð Þk kð Þ:

ð3Þ

In formula (3), N represents the data specification and the
expression of H (∗) is a Heaviside function. The calculation
method of this function is shown in

H xð Þ
0 x < 0
1 x > 0

" #
: ð4Þ

With the help of the above algorithm, the sports perfor-
mance of sports members can be effectively processed and
divided into t branch sequences. The obtained expression is
shown in

S m, r, Tð Þ = 1
t
〠
t

i=1
Ct m r tð Þ − Ct m r tð Þ½ �mf g: ð5Þ

The calculation method of the difference between the max-
imum value and the minimum value of the branch sequence is
shown in

△S m, tð Þ =max S m, r, Tð Þ½ � −min S m, r, Tð Þ½ �: ð6Þ

Assuming that the sports performance m value of sports
members is 1 − k, the expression processing is shown in

△�S tð Þ = 1
4 〠

k

m=1
△S m, tð Þ: ð7Þ

�e first layer of iteration

Training collection

Training folding Test folding

E1

E2

E3

E10

�e second layer of iteration

�e third layer of iteration

�e first layer of iteration

Figure 5: Diagram of the cross validation method.
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When the△�SðtÞ value is the smallest fraction, theT value at
this time can be obtained as the most reasonable result of sports
performance prediction of sports members.

3.2.3. Cao Algorithm Flow. The score data set of a single
sports member is obtained. The reconstruction vector
parameter of the ith position is designed as Xi ðM = 1Þ, and
the vector parameter with the smallest interval is Xmði+mÞð
m = 1Þ, as shown in

α i,mð Þ
Xi m + 1ð Þ − Xn i+mð Þ m + 1ð Þ
��� ���

Xi mð Þ − Xn i+mð Þ mð Þ
��� ��� : ð8Þ

When the result of formula (9) is the minimum parameter
and the variation range of the parameter is small, the m value
obtained at this time can be used as a reasonable value for the

performance prediction of sports personnel. The algorithm of
formula (9) is as follows:

E mð Þ = 1
N −mT

〠
N−mT

i=1
α i,mð Þ: ð9Þ

3.3. Machine Learning Algorithm. The neural network has
strong advantages of machine computing, which can effectively
transmit signals, share the analysis data from the transmission
layer to the hidden layer, and then share it to the data output
layer through the hidden layer to analyze the error of the output
results. If the deviation rate is high, it is necessary to return the
data. The hidden layer receives the prediction result with large
deviation and then returns to the value transmission layer to
eliminate the error until the prediction result with high accuracy
is obtained. The result is shown in Figure 6.

Input layer Hidden layer Output layer

x1

x2

xn
yn

y2

y1

Figure 6: Assignment diagram of the neural network.

Collect sports
scores

Sample
preprocessing

Chaos analysis

Training set

Neural network
training

Meet the
termination
conditions

Particle swarm
optimization

Test set Athletes′ performance
prediction model

Output prediction
results

Figure 7: Analysis flow chart of the sports performance prediction model.
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It can be seen from Figure 6 that x adds parameters to
the network and y represents the output result of the hidden
layer.

Output of layer: d is the expected output; V = ðv1, v2,⋯,
vj,⋯, vmÞ indicates the connection weight between the input
layer and the hidden layer;W = ðw1,w2,⋯,wk,⋯,wpÞ repre-
sents the connection weight between the hidden layer and the
output layer. For the kth node, the calculation formula of its
output value is shown in

ok = f 〠
m

j=0
wjkyj

 !
: ð10Þ

The value of K in formula (10) is 1, 2,⋯p. p represents
the number of neuron nodes in the output layer. The calcula-
tion formula of the jth node output of the hidden layer is shown

in

yi = f 〠
n

i=0
vyxi

 !
: ð11Þ

In formula (11), J = 1, 2,⋯,m and m represents the num-
ber of neuron nodes in the hidden layer. The error between the
expected value and the output value is shown in

E = 1
2〠

p

k=1
dk − okð Þ2: ð12Þ

Continue to optimize the connection weights wjk and vij
until the prediction results have high accuracy; then, formula
(13) is as follows:

△wik = −η × εE
εwik

,

△Vik = −η × εE
εVik

:

ð13Þ

The learning speed is expressed in formula (13).
In the process of athlete performance modeling, the deter-

mination of the initial connection weight of the BP neural net-
work is very important, and the empirical method has a certain
blindness. Therefore, the particle swarm optimization algo-
rithm is used to determine the most reasonable connection
weight.

3.4. “Chaos+Machine learning” Joint Prediction Model. (1)
Obtain the sports data of a sports member in a specific time,
and screen out the invalid and large deviation data. (2) C-C
and Cao algorithms are used to accurately obtain the T and
m best results of the target members. Combined with the
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Figure 8: Prediction results of shot put results.

Table 1: Prediction results of physical education achievements of
college students.

Sports
events

Boys’
triple
jump

Boys’
300m
running

Girls’
1000m
running

Girl standing
long jump

Prediction
accuracy

93.84% 94.90% 96.07% 95.15%

Table 2: Statistical results of delay time of the prediction model of
sports training organization.

Correlation coefficient 1 0.8 0.4 0.2

Delay time (s) 1 2 4 5
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numerical analysis results, the motion information is proc-
essed again. (3) Combined with the predicted performance
data of sports athletes, the structure of the neural network is
determined, and the initial calculation parameters of the neu-
ral network are set synchronously. (4) Particle swarm optimi-
zation is used to effectively deal with the initial calculation
parameters. Synchronously update the data location. (5) After
the optimal initial calculation parameters are obtained, the
prediction model of sports members’ performance is created.
(6) The same sports type data of other sports members are
introduced to analyze the usability of the results given by the
prediction model. If the accuracy of the prediction results is
high, it proves that the prediction model has practical applica-
bility. If the sports performance is not accurate, the prediction

system needs to be rebuilt until the expected effect is achieved.
The model analysis process is shown in Figure 7.

Figure 7 shows that the performance prediction has gone
through the process of chaotic analysis and data training of
mechanical learning, and the neural algorithm is used for
multiple calculations to ensure the accuracy of the predic-
tion results.

4. Result Discussion

4.1. Data Results of Different Dimensions

4.1.1. Prediction and Analysis of Shot Put Performance of
Sports Members. In order to verify the accuracy of sports
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(a) C-C algorithm
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(b) Cao algorithm

Figure 9: Analysis diagram of T and m values of shot put results determined by the joint model of the chaotic algorithm and machine
learning.
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performance prediction of the joint algorithm, the sports
performance of a shot putter is transferred for performance
prediction simulation. The prediction data of shot put sports
performance is shown in Figure 8.

It can be seen from Figure 8 that when the number of
shot put exercises of this PE student increases, the shot put
performance is in an increasing state.

4.1.2. Prediction Results of Physical Education Achievements
of College Students. A university used chaos theory com-
bined with the algorithm system of mechanical learning to
create a performance prediction model to predict the physi-
cal performance of 200 boys and 150 girls. The prediction
accuracy is shown in Table 1.

4.1.3. Prediction Model of Sports Training Organization
Delay Time. Table 2 shows the relationship between the
delay time and the correlation coefficient when the predic-
tion model judges the sports performance. Generally, the
correlation coefficient is 2 and the delay time is 5 s.

4.2. Discussion of Data Results

4.2.1. Chaotic Analysis of Shot Put Results. The C-C and Cao
algorithms are used to effectively process the shot put perfor-
mance information in Figure 8 and obtain the best results of
T andm. The processing results are shown in Figure 9. The pre-
diction results in Figure 9 are as follows: when△�SðtÞ is themin-
imum value, T = 8,m = 5, and the change speed of EðmÞ results
is relatively slow.

The prediction results of shot put performance are shown
in Figure 10. This figure shows that the deviation between the
prediction results and the actual value is small, which can fully
show the change law of shot put performance and has high
accuracy of performance prediction.

4.2.2. Prediction and Analysis of College Students’ Physical
Education Achievements. In Table 1, colleges and universities
make early prediction on students’ achievements in long
jump and long-distance running. The deviation between
the measured and predicted results is small, and the predic-
tion accuracy of various sports achievements is greater than
90%, which proves that this model is available.

4.2.3. Delay Time Analysis. In Table 2, when the correlation
coefficient of the model is fixed at 0.02, the time for the
model to give the prediction results is 5 s, which proves that
the system has strong computing ability and can predict
sports results efficiently.

5. Conclusion

(1) The sports performance of sports members is the key
index to evaluate the athletes’ competition and stu-
dents’ sports ability. The sports performance results
of athletes and students not only are limited to the
athletes’ own physique but also interfere with the
training means, methods, and external factors. Vari-
ous factors will change sports performance to vary-
ing degrees, and the floating range of performance
is not regular. In order to accurately obtain the
changing characteristics of sports performance of
personnel at all levels, a performance analysis model
combining chaos theory and machine learning is
proposed. Firstly, a complete collection of sports per-
formance information of a single sports member in a
specific time is carried out, and it is set that there is
an internal correlation between sports performance
of personnel in different time. With the help of chaos
theory, this paper deeply analyzes the performance
characteristics of this person at a specific time,
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Figure 10: Shot put simulation prediction results.
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obtains the change trend of sports performance,
comprehensively predicts the change characteristics
of this person’s sports performance by using the
internal BP neural network of machine learning
algorithm, and constructs the prediction process of
sports performance of specific personnel. The active
use of particle swarm optimization can effectively
solve the difficulty of measuring the connection
weight and threshold of the neural network and sig-
nificantly enhance the efficiency of neural network
performance prediction. Finally, the accuracy of the
prediction simulation is verified by the real perfor-
mance of athletes, and the available value of this pre-
diction model is analyzed

(2) Through the comparison and verification of shot put
data, it is found that the prediction results are accu-
rate. This model can be used in athlete training and
student sports performance management

(3) Colleges and universities predict the results of stu-
dents’ long jump and long-distance running in the
early stage. The deviation between the measured
and predicted results is small, and the prediction
accuracy of various sports results is more than
90%. It is proven that this prediction model can be
used in college physical education teaching
management

(4) When the correlation coefficient of the model is fixed
at 0.02, the time for the model to give the prediction
result is 5 s, which proves that the system has strong
computing ability and can predict sports perfor-
mance efficiently

In order to better describe the situation of athlete perfor-
mance changes, more factors need to describe the character-
istics of athlete performance changes and provide more
information, which is the direction of future research.
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