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Energy detection (ED) method is one of the most commonly used signal-sensing methods in spectrum sensing due to its low
implementation complexity. ED can achieve good detection performance when the noise variance is known. However, in most
cases, the noise variance is estimated, which may result in the uncertainty in noise variance. In the presence of noise variance
uncertainty, the detection performance of the EDmethod may degrade significantly. To reduce the impact of uncertainty in noise
variance, an ED-based sensing method is proposed in this paper.+is method combines these signal samples sampled by multiple
antennas to obtain the decision statistic as ED does. A novel technique is proposed to construct the decision threshold so that it is
independent of the noise variance. As a consequence, the proposed method is free of the effect of noise variance uncertainty, and
the noise variance estimation is not need. +e simulation results show that the detection probability of this method can approach
to 1 even when the SNR is − 15 dB while the detection probability of ED is below 0.8, whichmeans the detection performance of the
proposed method can outperform the ED method without the noise variance estimation when the number of antennas is greater
than two.

1. Introduction

A cognitive radio (CR) is a radio which is able to sense the
spectral environment over a wide spectrum band and exploit
the spectrum usage information to opportunistically provide
wireless links that best meet the user communication re-
quirements [1]. Spectrum sensing intends to detect the
unused spectrum, and spectrum reallocation intends to
share the unused spectrum without introducing harmful
interference to other users. In the CR systems, the perfor-
mance of spectrum sensing will directly affect the spectrum
reallocation. Effective spectrum reallocation mainly relies on
the good performance of spectrum sensing, and hence,
spectrum sensing is considered one of the critical elements
in a CR system [2].+e basic function of spectrum sensing in
CR systems is to detect the presence of primary users’ (PUs)
signal. To achieve reliable spectrum sensing, a number of

issues have to be taken into account, including low signal-to-
noise ratio and multipath fading.

A few classical sensing methods are widely considered
for spectrum sensing, including likelihood ratio test (LRT)
method [3], matched filtering (MF) method [4], cyclosta-
tionary detection (CSD) method [5], and energy detection
(ED) method which is one of the most commonly used
signal detection methods [6–9]. +ese classic methods can
achieve good sensing performance when given the sufficient
information, including PUs’ signal waveform, the noise
variance, and the cyclic frequency of the PUs’ signal. In
recent years, many novel spectrum-sensing methods have
been proposed to lower the requirement of the above in-
formation. For instance, the methods proposed in [10–13]
use multiple antennas and the characteristics of covariance
matrix to detect the PUs’ signal without the prior infor-
mation about PUs’ signal and noise variance. In the CSD
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method, compressive sensing can be used to determine the
symmetrical cycle frequency [14], while Fourier transform
can be used to obtain the characteristic function of the cycle
frequency [15]. In addition, the cooperative spectrum
sensing [16, 17] can further improve the overall performance
of spectrum sensing in CR networks, and some artificial
intelligence methods have been also applied in spectrum-
sensing or spectrum signal classification [18–20].

In this paper, we propose an ED-based blind-sensing
method, exploiting the low implementation complexity and
without needing any prior information about PUs’ signal of
the ED method. +e proposed method is intended for CR
systems with multiple antennas to exploit antenna diversity
to get two relevant statistics. One is the original ED decision
statistic which is simply defined as the summation of
squared amplitude of individual sampled signals over
multiple antennas, while the other is defined as the squared
norm of the summation of the sampled signal vectors over
multiple antennas. +e proposed decision statistic is defined
as the subtraction of the two statistics divided by a statistic
constant so that the constructed decision threshold can be
independent of the noise variance. +us, the decision per-
formance of the proposed method is free of the impact of
uncertainty in noise variance, and noise variance estimation
is not required which makes this method be a blind-sensing
method. Both the ED and the proposed method have a linear
computational complexity, although the proposed method
has higher computational complexity than ED. However, the
proposed method can achieve a significantly better per-
formance than ED without the noise variance estimation in
the presence of three or more antennas.

+e rest of this paper is organized as follows. +e system
model is reviewed in Section 2. In Section 3, the classical ED
method is reviewed. In Section 4, the details of the proposed
method are described. Section 5 gives the simulation results,
and Section 6 concludes the paper.

2. System Model

In the cognitive radio network, users are divided into two
categories: PUs and SUs. +e detection of PUs’ signal in
spectrum sensing can be seen as a binary hypothetical testing
problem with hypotheses H0 and H1 defined as [2]

H0: PUs do not exist,

H1: PUs exist.
 (1)

When starting to sense the spectrum during the sensing
period, a SU will take a certain number N of signal samples
to make a decision on whether a PU exists. It is assumed that
the SU receiver has M isotropic antennas, where M> 1. +e
signal ri(n) received at the ith antenna can be written as

ri(n) � hi × s(n) + ηci(n), (2)

where s(n) is the PU signal with zero mean which is E
[s(n)]� 0, and in hypothesisH0, s(n) is zero, hi is the channel
coefficient, and ηci(n) is the additive zero mean white
complex Gaussian noise with variance σ2η, which means that
the noise components {ηci(n)} are independent and

identically distributed (IID) and ηci(n) ∼CN(0, σ2η). In this
paper, it is assumed that the phase shift of hi is known to SU,
and we will evaluate the performance of the proposed
method for both nonfading channel and IID Rayleigh fading
channel. +us, the output yi(n) of the ith antenna can be
modeled as [21]

yi(n) �
h
∗
i

hi



ri(n) �

ηi(n); H0,

hi


 × s(n) + ηi(n); H1,

⎧⎪⎨

⎪⎩

�

ηi(n); H0,

si(n) + ηi(n); H1,

⎧⎪⎨

⎪⎩

(3)

where |hi| is the norm of the channel coefficient hi, si(n) is the
PU signal sampled by antenna i, and ηi(n)∼N(0, σ2η) [22]. In
the nonfading channel, |hi| can be simply set as 1, while in a
Rayleigh fading channel, |hi| obeys Rayleigh distribution.
Note that how to get an estimate of the channel coefficient is
beyond the scope of the paper, but it is useful to deal with
this issue and analyse the effect of imperfect channel esti-
mation in the future.

+e performance of a spectrum-sensing algorithm can
usually be evaluated by two probabilities PD and PFA. PFA
is the probability of false alarm that H1 is assumed when H0
is true, while PD denotes the probability of detection thatH1
is accepted when H1 is true. +ey are defined as

Pf � Pr y(n): H1( |H0 ,

Pd � Pr y(n): H1( |H1 .
(4)

Note that PFA is short for the probability of false alarm,
and PD is short for the probability of detection, while Pd and
Pf are the variables of PD and PFA. In CR, PFA is a measure
of the wasting of spectrum reutilization for SU, while PD is
the measure of noninterference of SU to PU. For a given
signal sample size, the detection performance is better if PD
is higher and PFA is lower [12].

3. Review of the Existing ED Method

With a given number N of sampled signals {yi(n)}, the ED
method calculates the total signal power denoted as TED and
compares it with the threshold λED to judge the presence or
absence of PU. +e ED method performs the hypothesis
testing according to

TED � 

M

i�1


N− 1

n�0
yi(n)



2

H1

>

<

H0

λED, (5)

where |x| is the norm operation of a complex number x, N is
the number of sampled signals {yi(n)} received by the ith
antenna, M is the number of antennas, and λED is the
threshold of ED. +e test statistic for ED in a multiple
antenna system is equivalent to the output of a square-law
combiner (SLC) [8]. TED obeys the chi-square distribution
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with N degrees of freedom, and the PFA of ED(Pf, ED) can be
written as [7]

Pf,ED �
Γ MN/2, λED/2σ

2
η 

Γ(MN/2)
, (6)

where Γ(•, •) is the incomplete gamma function and Γ(•) is
the gamma function and σ2η is the noise variance assumed to
be known to SU. Assuming that N (for example, N> 250)
[23] is large enough and the channel model is a nonfading
channel, the chi-square distribution with N degrees of
freedom can be considered as a normal distribution by using
the central limit theorem (CLT). +en, Pf, ED and Pd, ED can
be written as [10]

Pf,ED � Q
λED − MNσ2η
σ2η

�����
2MN

√⎛⎝ ⎞⎠, (7)

Pd,ED � Q
λED − MNσ2η ×(1 + SNR)

σ2η
�������������
2MN(1 + SNR)

⎛⎝ ⎞⎠, (8)

where Q(•) is the Q function and SNR is the signal-to-noise
ratio, defined as

SNR �
Ps

σ2η
�


M
i�1 

N− 1
n�0 si(n)



2

MNσ2η
, (9)

where Ps is the average power of the PU signal and {si(n)} are
the PU signal received by antenna i. Equation (7) indicates
that the threshold λED can be obtained by setting PFA (Pf, ED)
according to the specific requirement when antennas number
M, sample number N, and the noise variance σ2η are known;
meanwhile, equation (8) indicates that the threshold λED will
directly affect the detection performance of ED which means
the selection of the threshold λED is the key of ED.

4. Energy Detection-Based Spectrum-Sensing
Method with Multiple Antennas (ED-BS)

In the proposed method, the decision statistic is constructed
as follows. +e N sampled signal {yi(n)} can be grouped to
form a signal vector as

Yi � yi(0), yi(1), yi(2), . . . , yi(N − 1) , (10)

and then, TED can be rewritten from equation (5) as

TED � 
M

i�1


N− 1

n�0
yi(n)



2

� 
M

i�1
Y2

i , (11)

where ||x|| is the norm operation of a vector x. +e sampled
signal vectors from theM antennas can be simply combined
as

Y � Y1 + Y2 + · · · + YM, (12)

which has the following norm:

Y2
� 

N− 1

n�0


M

i�1
yi(n)



2

� 

M

i�1


N− 1

n�0
yi(n)



2

+ 

N− 1

n�0


M− 1

i�1


M

j�i+1
yi(n)y

∗
j (n) + yj(n)y

∗
i (n) 

� TED + 

N− 1

n�0


M− 1

i�1


M

j�i+1
yi(n)y

∗
j (n) + yj(n)y

∗
i (n) .

(13)

According to the CLT, TED in equation (11) and ||Y||2 in
equation (13) approximately have a normal distribution
provided that N is large and the channel gains are random
but have the same probability distribution function. +e
same probability distribution approximation could still be
produced even if the antenna gains are quite different.
Comparing equation (13) with equation (11), it clearly
shows that the norm of simple combination Y does contain
not only the total signal power TED but also the cross-
correlation product of the sampled signals by pairs of
antennas whose characteristics will be exploited. Sub-
tracting equation (13) from equation (11) and making use
of equation (2) produce

Y2
− TED � 

N− 1

n�0


M− 1

i�1


M

j�i+1
yi(n)y

∗
j (n) + yj(n)y

∗
i (n) ,

�



N− 1

n�0


M− 1

i�1


M

j�i+1
ηi(n)η∗j (n) + ηj(n)η∗i (n) ; H0,



N− 1

n�0


M− 1

i�1


M

j�i+1
hi


si(n) + ηi(n)  hj



sj(n) + ηj(n) 
∗

+ hj



sj(n) + ηj(n)  hi


si(n) + ηi(n) 

∗
 ; H1,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(14)
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Equation (14) shows that, in hypothesis H0, the differ-
ence only contains the noise terms, and in hypothesisH1, the
difference contains both signal and noise terms. +e means
of signal s(n) and noise ηi(n) are zero; thus, in statistics, when
N is large enough, the mean of TED has [3]

E TED(  �


M
i�1 

N− 1
n�0 yi(n) − 0



2

MN

�


M
i�1 

N− 1
n�0 yi(n) − E yi(n)( 



2

MN
� var yi(n) ,

(15)

where var(x) is the operation of taking the variance of x.
Now, a new decision variable TED− BS can be defined as

TED− BS �
Y2

− TED

MN × var yi(n) 
. (16)

+e new decision variable TED− BS can be considered as a
new statistic, and then, the decision rule which is similar to
the ED method to distinguish the two hypothesesH0 andH1
from each other is given by

TED− BS �
Y2

− TED

MN × var yi(n) 

H1
>
<
H0

λED− BS. (17)

Considering the hypothesis H0, yi(n) is just the Gaussian
noise yi(n)� ηi(n)∼N(0, σ2η); thus, according to CLT, we can
readily get that ‖Y‖2 − TED ∼ N(0, 2N(M2 − M)σ2η) whenN
is large enough, and the variance of yi(n) is given by

var yi(n)  � E TED|H0(  �


M
i�1 

N− 1
n�0 ηi(n)



2

MN
� σ2η, (18)

and then, the expectation and variance of TED− BS are

E TED− BS(  � E
Y2

− TED

MN × var yi(n) 
  � 0, (19)

var TED− BS  � var
Y2

− TED

MN × var yi(n) 
 

�
2M(M − 1)Nσ4η

M
2
N

2σ4η
�
2(M − 1)

MN
.

(20)

According to CLT, we know that TED− BS can be con-
sidered to obey a normal distribution with the expectation 0
and variance 2(M− 1)/(MN); when N is large enough,
TED− BS∼N(0, 2(M− 1)/(MN)). +en, PFA of this method Pf,
ED− BS is

Pf,ED− BS � Pr TED− BS > λED− BS|H0  � Q
λED− BS − 0

������������
2(M − 1)/MN

 .

(21)
+en, the threshold λED− BS is calculated by

λED− BS �

��������

2(M − 1)

MN



Q
− 1

Pf,ED− BS . (22)

Equation (22) indicates that the threshold λED− BS is
independent of the noise variance so that when the values of
N,M, and Pf, ED− BS keep constant and λED− BS keeps constant
too, no matter how big the noise variance is.

Now, considering ED, the threshold λED can be obtained
by equation (7):

λED � σ2η MN +
�����
2MN

√
Q

− 1
Pf,ED  . (23)

Equation (23) indicates that PFA(Pf, ED), M, and N are
required to determine the threshold for SU like the proposed
method; however, unlike the proposed method, the noise
variance is also required. In fact, PFA,M, andN can be set by
SU according to the specific requirement, but the noise
variance needs to be estimated for ED. Assume that σ2z is the
noise variance estimate used in the ED method, which is
different from the real noise variance σ2η. +en, the noise
uncertainty factor [12] U can be defined as

U �
σ2z
σ2η

. (24)

+en, λ′ED can be written as

λED′ � σ2z MN +
�����
2MN

√
Q

− 1
Pf,ED   � UλED. (25)

It is clear that when U� 1, equation (25) is exactly the
same as equation (23). However, when U is not equal to one,
for a given PFA (Pf, ED), the threshold calculated by equation
(25) will not be the desired threshold which is calculated by
equation (23). +at is, for ED, the actual PFA (P′f, ED) after
performing hypothesis testing is different from the given
PFA (Pf, ED), while for the proposed method ED-BS, the
actual PFA will be the same as the given one due to the
nonaffection of noise variance. +us, the noise uncertainty
cannot make any impact on λED− BS and Pf, ED− BS unlike ED.

In the hypothesis H1, first, consider the nonfading case;
thus, |hi| in equation (3) will be constant, and for simplicity,
set it at 1. When N is large enough, the variance of yi(n) is

var yi(n)  � E TED|H1(  �


M
i�1

N− 1
n�0 si(n) +ηi(n)



2

MN

� Ps +σ2η.

(26)

Like TED, ||Y||2 also obeys the noncentral chi-square
distribution with N degrees of freedom. And according to
CLT, when N is large enough, ||Y||2 can be considered to
approximately obey a normal distribution, which is
‖Y‖2 ∼ N(M2NPs + NMσ2η, 2NM2σ4η + 4NM2Psσ2η). +en,
we can easily obtain

TED− BS ∼ N
(M − 1)SNR
1 + SNR

，
2(M − 1) + 4 M

2
− 1 SNR

MN(1 + SNR)
2

⎛⎝ ⎞⎠.

(27)
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+en, PD of this method Pd,ED− BS,nonfading is

Pd,ED− BS,nonfading � Pr TED− BS > λED− BS|H1 

� Q
λED− BS − (M − 1)SNR/1 + SNR

�����������������������������������
2(M − 1) + 4 M

2
− 1 SNR/MN(1 + SNR)

2
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

� Q
(1 + SNR)λED− BS − (M − 1)SNR
��������������������������
2(M − 1) + 4 M

2
− 1 SNR/MN

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

(28)

It is clear that, as the number M of antennas increases,
the Q function in equation (28) increases, and hence, PD
increases too. For example, when the values of N, SNR, and
Pf, ED− BS are set as 1000, − 15 dB, and 0.1, respectively, and the
theoretical value of Pd, ED− BS, nonfading calculated by using
equations (23) and (28) is 0.3839, 0.6429, and 0.8371, when
M is 2, 3, and 4, respectively.

For ED, when the noise variance estimate may be dif-
ferent from the real noise variance, the threshold used in the
hypothesis testing is λ′ED contained with the noise uncer-
tainty. +en, substituting equation (25) into equation (9), it
has

Pd,ED′ � Q
λED′ − MNσ2η ×(1 + SNR)

σ2η
�������������
2MN(1 + SNR)

⎛⎝ ⎞⎠

� Q
UλED − MNσ2η ×(1 + SNR)

σ2η
�������������
2MN(1 + SNR)

⎛⎝ ⎞⎠.

(29)

Although both equations (28) and (29) indicate that PD is
related to SNR, only the decision variables (TED− BS and TED)
and the thresholds (λED− BS and λ′ED) are needed to perform
the hypothesis testing. +en, equation (29) also indicates that
the noise uncertainty can make a great impact on the PD of
ED (Pd,ED′ ). As a result, for a given PFA, PD would not be
maximized or the actual PFA is greater than the desired one
[21], which would be typically not desirable. With the
comparison of equations (28) and (29), it is clear that PD of
the proposed method ED-BS has no affection of noise un-
certainty; for the noise, variance is not required to determine
the threshold λED− BS used in the hypothesis testing. +us, the
noise variance estimation is not needed for this method.

In the IID Rayleigh fading case, |hi| obeys the Rayleigh
distribution. For TED− BS, it is a challenge to obtain the dis-
tribution function directly, but we can use the expectation
expression to estimate the SNR for TED− BS and PD. As given in
equation (16), the denominator ofTED− BS is already in the form
of expectation. And the variance of yi(n) can be written as

var yi(n)  � E TED|H1(  �


M
i�1 

N− 1
n�0 hi


si(n) + ηi(n)




2

MN

�


M
i�1 ciSNR + Nσ2η 

MN
� σ2η(1 + cSNR),

(30)

where ci is the total channel gain of antenna i, ciSNR is the
SNR of antenna i, and c is the average channel gain of all
antennas, which is [7]

c �


M
i�1 ci

M
. (31)

Both c and ci obey the same probability distribution
function which is [23]

f(c) �
1
2
exp

− c

2
 , c> 0. (32)

Here, for simplicity, the mean of c is assumed as 1.+en,
the expectation and variance of the numerator part of TED− BS
can be estimated as

E Y2
− TED  ≈ E 2 

N− 1

n�0


M− 1

i�1


M

j�i+1
hihjs(n)




2⎡⎢⎢⎣ ⎤⎥⎥⎦

≈ 
N− 1

n�0
M(M − 1) E hi


 s(n)




2

 

�
π
4
σ2ηNM(M − 1)SNR,

(33)

var Y2
− TED  � E Y

2
− TED − E Y

2
− TED  

2
 

≈ σ4ηNM (M − 1) + M
2

− 1 πSNR.

(34)

Substituting equations (30), (33), and (34) into equations
(27) and (28), we can produce
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TED− BS ∼ N
(M − 1)πSNR
4(1 + cSNR)

,
2(M − 1) + M

2
− 1 πSNR

MN(1 + cSNR)
2

⎛⎝ ⎞⎠, (35)

Pd,ED− BS,rayleigh � Pr TED− BS > λED− BSH1| 

� 
∞

0
Q

(1 + cSNR)λED− BS − π/4(M − 1)SNR
������������������������������������
2(M − 1) + M

2
− 1 πSNR/MN(1 + cSNR)

2
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠f(c)dc.

(36)

It would be difficult, if not impossible, to obtain a closed
from expression for the integral in equation (36). +us, the
Gauss–Laguerre quadrature method [24] is employed to
obtain an approximate solution, which is


∞

0
e

− x
f(x)dx ≈ 

n

i�1
wif xi( , (37)

where wi are the weight coefficients, as listed in Table 1.
+en, substituting equations (32) and (37) into (36) and

using the variable change x� c/2, we produce

Pd,ED− BS,rayleigh � 
∞

0
Q

(1 + 2xSNR)λED− BS − π/4(M − 1)SNR
������������������������������������
2(M − 1) + M

2
− 1 πSNR/MN(1 + cSNR)

2
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠e

− xdx

≈ 
5

i�1
wiQ

1 + 2xiSNR( λED− BS − π/4(M − 1)SNR
������������������������������������
2(M − 1) + M

2
− 1 πSNR/MN(1 + cSNR)

2
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

(38)

Note that equations (35), (36), and (38) are just the
approximate estimation formulas, which are only used for
estimating the detection performance of this proposed
method. Equations (28) and (36) indicate that PD of this
method is a function of the threshold λED− BS such as the ED
method, but equation (22) shows that the threshold λED− BS is
independent of the noise variance, while the threshold λED is
dependent of the noise variance. Once M, N, and Pf,ED− BS
and SNR keep constant, the PD and threshold of this
proposedmethod will keep constant and cannot be impacted
by the accuracy of noise variance estimation unlike the ED
method.+us, the noise estimation process is not needed for
this method.

It is well known that the ED method has a low linear
computational complexity, which is usually considered as
O(N). Comparing equation (17) with equation (5), it is clear
that this proposed method has MN − 1 more addition
operations, one more division operation, one more sub-
traction operation, and N more squaring operations than
ED which only needs MN − 1 addition and MN squaring
operations. +e total computation complexity of this
proposed method is O(3MN+N + 2), while ED is
O(2MN − 1). It means that the computational complexity
of this method is almost twice that of ED shown in Table 2.
If M is not very big (M<<N), the computational com-
plexity of this method can be approximated as O(N), in-
dicating that this proposed method has a linear
computational complexity such as ED.

5. Simulation Results

Here, the simulation results are given to evaluate the per-
formance of the proposed method. It is assumed that the PU
signal is the BPSK signal with central frequency fc � 20MHz
and the data transfer rate R� 20 kbps, and the sampling
frequency is 200 kilo samples per second and the Gaussian
noise variance is σ2η � 1. +ere are 1000 trails for each ex-
periment. We will compare the performance of the proposed
method (ED-BS) with that of the EDmethod.+e theoretical
performance simulation of ED and this proposed method
can be obtained by equations (8) and (28).

Figure 1– 3 show PD versus SNR for ED and the pro-
posed method (ED-BS), when PFA is set as 0.1 andN is 1000.
In the nonfading case, Figure 1 shows that the simulated PD
of this method is very close to its theoretical results which are
obtained by equation (28). In Figure 2, when SNR is − 15 dB,
the PD of the proposed method is 0.38, 0.637, and 0.84 for
two, three, and four antennas, respectively, while the PD of
ED is 0.34, 0.476, and 0.55 for two, three, and four antennas,
respectively. +at is, compared to ED, PD of this method is
increased by 0.04, 0.161, and 0.29 for two, three, and four
antennas, respectively. Figure 3 shows the results for the IID
Rayleigh fading channel. PD of both ED and this method
decreases for the effect of fading, comparing to the non-
fading cases. It is clear from Figures 2 and 3 that, with three
antennas or more, the PD of this proposed method is still
better than 180 ED, but with two antennas, the PD of this
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method has decreased similarly as ED with one antenna in
the Rayleigh fading case. Because the threshold of ED is
related to noise variance, the noise variance uncertainty
factor 0.5 dB (ED− 0.5 dB) is shown in Figures 2 and 3. It has
been shown that, without noise uncertainty, PD of ED is
better, and with noise uncertainty, PD of ED is almost zero
when SNR is below − 10 dB regardless of whether the
channel model is a nonfading channel or Rayleigh fading
channel.

Figures 4 and 5 show PD versus M for ED and the
proposed ED-BS, when PFA is set as 0.1 and N is 1000. It is
clear from these figures that, with four or more antennas, the
performance of ED-BS is better than that of ED in both the
nonfading channel and the Rayleigh fading channel. In the

case of three antennas and a Rayleigh fading channel, ED-BS
still slightly outperforms ED, while ED has better perfor-
mance with two antennas in a Rayleigh fading channel. +e
results also indicate that the greater the number M of an-
tennas is, the higher PD proposed method can achieve.

Figure 6 shows PD versus SNR for ED, ED-BS, and two
other blind-sensing methods, blindly combined energy
detection (BCED) [12] and eigenvalue Decomposition
(EVD) method [10] with four antennas, when PFA is set as
0.1 and N is 1000. It can be seen from Figure 6 that the PD of
the proposed method is much higher than those of the ED

Table 1: +e value of wi and xi.

wi xi
i� 1 0.5217556105 0.2635603197
i� 2 0.3986668110 1.4134030591
i� 3 0.0759424496 3.5964257710
i� 4 0.0036117586 7.0858100058
i� 5 0.0000233699 12.6408008442

Table 2: +e total computation complexity of ED and ED-BS with
different M and N.

+e computation
complexity of ED

+e computation
complexity of ED-BS

M� 2, N� 500 O(3502) O(1999)
M� 3, N� 500 O(5002) O(2999)
M� 4, N� 500 O(6502) O(3999)
M� 2, N� 1000 O(7002) O(3999)
M� 3, N� 1000 O(10002) O(5999)
M� 4, N� 1000 O(13002) O(7999)
M� 2, N� 2000 O(14002) O(7999)
M� 3, N� 2000 O(20002) O(11999)
M� 4, N� 2000 O(26002) O(15999)
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Figure 1: Simulated and theoretical detection performance of ED-
BS with no fading.
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Figure 2: Simulated detection performance of ED and ED-BS with
no fading.
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Figure 3: Simulated detection performance of ED and ED-BS with
Rayleigh fading.
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and the other two blind-sensing methods. In Figure 6, the
noise variance is not required to know in advance for the
proposed method and two other blind-sensing methods, but
the ED method requires knowing it in advance.

Figures 7 and 8 show Pd versus Pf and this proposed
method when the average SNR is − 15 dB and N is 1000.
Figure 7 is for nonfading channel, while Figure 8 is for IID
Rayleigh fading channel. +e detection performance of this
proposed method with two antennas is close to that of ED
with two antennas in the nonfading case when PFA is not
below 0.001, but degrades close to the performance of ED
with one antenna in Rayleigh fading case, while the detection
performance of this method with four antennas is still much
better than that of ED with four antennas.

Figure 9 shows the effect of the number N of samples on
the detection performance of ED and ED-BS; whenN ranges
from 500 to 2000, the average SNR is − 15 dB and PFA is set
as 0.1, and it is for the nonfading channel case. In the
nonfading channel with two antennas, the PD of this pro-
posed method is close to that of ED, as shown in Figures 2, 4,
and 7. +e simulated performance of this proposed method
is very close to its theoretical simulation results in the
nonfading channel. With a large N, the detection probability
of this method approaches to 1 even when the SNR is
− 15 dB.+is means that the performance of this method can
be improved by increasing the number of samples, the
number of antennas, or both. Note that there is always a
certain deviation between statistical simulation and theo-
retical values; especially, when the number of antennas is 2,
the approximation of the decision variable TED− BS to
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Figure 4: Simulated detection performance of ED and ED-BS
affected by M with no fading.
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Figure 5: Simulated detection performance of ED and ED-BS
affected by M with Rayleigh fading.
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Gaussian distribution will be weaker than that of other
antennas. +erefore, when the parameters change, some
curves in Figures 7, 8, and 9 may show irregularity in a
certain extent, but the overall trend is still consistent with
the theoretical prediction. Table 3 lists the simulation
values and theoretical values of the detection performance

of ED-BS with different simulation trails for 5 times; when
N is 1000, SNR is − 15 dB and PFA is set as 0.1, and it is for
the nonfading channel case. And it indicates that if the
number of simulation trails increases, both the irregularity
and the deviation between simulation and theory will
decrease.
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Figure 8: Pd versus Pf of ED and ED-BS with Rayleigh fading.
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Figure 9: Simulated and theoretical detection performance of ED and ED-BS affected by N.

Table 3: Simulation values and theoretical values of the detection performance of ED-BS with different simulation trails.

1st simulation
value

2nd simulation
value

3rd simulation
value

4th simulation
value

5th simulation
value

theoretical
value

M� 2, 1000 trails 0.370 0.387 0.396 0.359 0.407 0.387
M� 4, 1000 trails 0.828 0.871 0.865 0.846 0.870 0.841
M� 2, 2000 trails 0.391 0.393 0.370 0.394 0.385 0.387
M� 4, 2000 trails 0.853 0.858 0.859 0.862 0.850 0.841
M� 2, 5000 trails 0.371 0.382 0.380 0.376 0.384 0.387
M� 4, 5000 trails 0.843 0.850 0.856 0.851 0.850 0.841
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6. Conclusions

In this paper, a new spectrum-sensing method has been
introduced. +e proposed method is based on ED, but does
not need to estimate the noise variance, since the calculation
of the threshold used in this method does not require the
knowledge of the noise variance unlike ED. +us, it can
significantly reduce the impact of the noise variance un-
certainty. Two classical channel models (Gaussian and
Rayleigh fading) are considered. +e simulation results have
shown that the proposed method significantly outperforms
the ED method without the noise variance estimation when
there are two or more antennas for a Gaussian channel and
three or more antennas for Rayleigh fading channel.
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