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Exercise is an active means to improve the body’s immune function, resist disease invasion, and prolong life. Research data shows
that healthy people who exercise regularly have better cellular and humoral immunity than ordinary people. Although physical
exercise can strengthen the body, unscientific physical exercise can also cause harm to the body. Contingencies in sports add to
the complexity of medical care. In recent years, people pay more and more attention to sports health, and the development of
information technology can enable experts to use sports health visualization technology to carry out scientific physical exercise,
reduce medical accidents, and ensure sports health, which has become a consensus. As an important technology in the field of
sports health visualization, image processing technology has attracted more and more attention. Image processing technology
is realized with the help of computer vision technology. It uses cameras, computers, collectors, and other equipment instead of
human eyes to monitor and identify the catalogue, collect images, and then process and analyze the images. Image processing
technology has played a very important role in sports emergencies. This paper studies the image processing technology in the
field of sports health visualization and takes swimming as an example to illustrate the role of image processing technology in
sports health visual design. Using scientifically designed sensors, data analysis is performed on various images of athletes while
swimming, and exercise recommendations are continued based on the principles of exercise science. According to the test
results, the visual target recognition rate during swimming has reached a high level, which also greatly improves the
scientificity of athletes during exercise.

1. Introduction

With the advancement of science and technology, image
processing technology plays an increasingly important role
in many fields [1, 2]. After video became the main carrier
of information, image processing technology developed rap-
idly [3, 4]. Due to the advantages of image processing tech-
nology in processing various video information, computers
have the function of human vision and can automatically
learn, understand, and analyze human behavior, and image
processing technology has become a research boom [5, 6].

Whether it is security, surveillance, or sports and health
sports, visual image processing technology has been adopted
on a large scale. Deepening the research on image processing
technology has high practical value for the promotion of
social applications.

In the field of medical care, visual technology is not only
used in the diagnosis and treatment of illness but also extends
to the promotion of sports science. For the research of mov-
ing target recognition in recent years, some researchers have
proposed a behavior description method based on the local
features of image sequences, which has been well developed
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[7]. Some researchers have also proposed methods based on
spatiotemporal patterns. The construction of spatiotemporal
patterns requires accurate outlines of human motion, while
extracting the contours of moving objects is sensitive to noise
interference and background changes. At the same time, the
computational cost of constructing 3D patterns is relatively
high, and the cost increases significantly with the improve-
ment of accuracy [8, 9]. Some researchers pointed out that
the optical flow method in target recognition not only con-
tains the motion information of important moving objects
but also contains background information that is very useful
for tracking and detection. [10, 11]. Some scholars have
developed a MATLAB-based COCOA system for target rec-
ognition and UAV aerial video surveillance. The system
relies on the video taken by the drone to complete target rec-
ognition and tracking through three different technical links
[12–15]. In summary, the research of moving target recogni-
tion has received more attention from the academic circles,
but there are still some problems in the target recognition
process, such as background recognition and recognition
accuracy [16–18]. This article mainly focuses on the research
of motion visualization based on wireless communication
and image processing technology. Based on the literature,
the general process of motion visualization and the actual
application of wireless communication and image processing
technology are analyzed, and then the use of wireless com-
munication and image processing is analyzed. The technical
movement visualization system was redesigned and tested,
and the corresponding research results were obtained by
using the test results [19, 20].

The main contributions of this research are as follows:

(1) Provide suggestion for the application of wireless
communication and Internet of Things technology
in medical and healthcare, especially in sports field

(2) Build a more stable and efficient exercise monitoring
system

(3) Fill the gap in the field of underwater visual
monitoring

2. Research on Wireless Communication and
Image Processing Technology and
Motion Visualization

2.1. General Process of Motion Visualization

(1) In order to improve the accuracy and efficiency of
computer classification and recognition of all targets,
the acquired information needs to use the symbols
on the computer that can be used as the description
of the research object [21–25]. In this article, the
focus is to collect information about the identified
video pictures

(2) Preprocessing: the main purpose of preprocessing is
to reduce noise, release useful signals, and restore
ambiguity loss caused by input gauges or other rea-
sons. In actual work, emphasizing the useful infor-

mation of the image is mainly to enlarge and
improve the obtained image information

(3) Attribute extraction and selection: the amount of
data received from an image or waveform is very
large, and a text image can contain thousands of
data. In order to effectively classify and identify,
the original data must be converted to obtain the
features that can best reflect the classification con-
tent. This is the process of exporting and selecting
features

(4) Classification determination: classification determi-
nation is to use statistical methods to classify the
identified objects into specific categories in the attri-
bute space. The basic method is to determine a spe-
cific decision rule based on a set of training
samples and to minimize the error recognition rate
or loss rate caused by the classification of the object
identified according to the decision rule

2.2. Application of Wireless Communication. The application
of wireless communication in sports visualization is to cap-
ture sports actions, capture athletes’ movements, digitize
them, and then perform quantitative analysis [26–30]. The
analysis results, combined with the principles of human
biology and physics, will promote sports training to a higher
level. Therefore, it is possible to get rid of ineffective exercise
methods based purely on past experience. The applicable
technologies are as follows:

(1) MEMS integrates information acquisition, process-
ing, and execution to form a multifunctional micro-
system. First of all, the MEMS system sends out
various signals, such as power, light, and sound.
Analog/digital (A/D) processing is transmitted as
an electrical signal through the sensor, and finally,
the actuator performs related functions

(2) When the movement occurs, the generated acceler-
ation drives the movement of the sensitive mass to
cause displacement, and the displacement is pro-
portional to the acceleration can be measured in
many ways

2.3. Application of Image Processing Technology

(1) Ideally, the human eye can recognize up to 500 gray
levels. Therefore, 9-bit quantization accuracy is suffi-
cient to display grayscale images. The most widely
used CRT monitor can display from 4 to about 6 bits
of grayscale [31, 32]. For images, such quantization
accuracy may already meet the requirements. In
areas such as calculating image resolution, grayscale
accuracy directly affects the processing results.
Therefore, a measurement accuracy of ten digits or
higher is generally used. Under normal circum-
stances, the overall measurement accuracy is one
minus ten digits. In actual use, the quantified three-
negative five-digit picture may improve the picture
quality in applications such as printing
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2.3.1. Image Enhancement

(1) Average Filtration Method. Media filtering is a partial
smoothing technique, but later, it was widely used in two-
dimensional graphics signal processing [33]. Under certain
conditions, the averaging filter can also solve the blurring
of image details caused by the linear filter, thereby more
effectively eliminating impulse interference and particle
noise. However, the average filtering method is not suitable
for some images, including the processing of many details,
special points, lines, and backbones.

(2) Threshold Method. This is a commonly used image seg-
mentation method for image preprocessing. As the concept
of entropy was introduced into threshold segmentation,
researchers used the principle of entropy to propose differ-
ent image segmentation methods [34]. The principle of max-
imum entropy is widely used in image segmentation, and
this method is also suitable for separating and zooming
aerial images. The principle of the entropy correlation
method is to maximize the entropy correlation between the
target and the background, which often conceals the short-
comings of the maximum entropy method. Due to the
absorption of light, air humidity, low light conditions, etc.,
the contrast of a typical air image is very low. In order to bet-
ter process photos and identify them later, it is necessary to
enhance the contrast of the image and emphasize the object
of interest.

2.4. Algorithm. The optical flow method uses the “optical
flow field” to estimate the motion of each pixel in successive
frames and successfully separates the foreground target from
the background method. It is to segment the video image
according to the various motion characteristics of the mov-
ing target, which is used to identify the moving target and
feature [35]. This is only considered under two restrictive
assumptions: one is that the gradation of gray is basically
unchanged, and the other is that the brightness is constant
[36, 37]. The basic idea is as follows: according to the vector
characteristics of each pixel, the image is dynamically ana-
lyzed to determine the position, quantity, and movement
speed of the moving target [38].

Let G ðx, y, tÞ be the grayscale of the point ðx, yÞ on the
image plane at time t. After the dt time, the grayscale pattern
of this point moves along the x direction by dx, along and by
dy. According to the assumption of conservation of gray
mode, there are

G x, y, tð Þ =G x + dx, y + dy, t + dtð Þ: ð1Þ

Performing Taylor series expansion on the right side of
formula (1), we can get

G x, y, tð Þ =G x, y, tð Þ + ∂G
∂x

dx + ∂G
∂y

dy + ∂G
∂t

dt: ð2Þ

The advantage of the visual flow method is that the
visual flow can not only convey the movement information
of the target but also convey the 3D structure information

of the scene where the target is located. It is suitable for static
and moving backgrounds and can recognize movement in
different situations without knowing the target, but a lot of
calculations are required. This is because it needs to process
a large amount of data, which is complicated and time-
consuming. Without specific hardware support, achieving
real-time performance is often difficult. This article
improves the algorithm:

(1) In the conventional algorithm, the first frame is
selected as the background image, but in many cases,
a target moves to the first frame, and the target in the
foreground is always updated to the background; so,
an error will occur in the first recognition. In addi-
tion, some backlights and other factors are con-
stantly changing. The first box cannot give a big
picture, and the update may cause errors. Therefore,
a certain number of images can be selected and aver-
aged as the original background, which can mini-
mize changes in factors such as moving targets and
background lighting in the first frame

(2) Selection restrictions: in general, the threshold selec-
tion selects the maximum class variation method,
because the image is binary, and the fixed threshold
cannot respond to the continuous change of the
image for custom and accurate segmentation

3. Motion Visualization Design Based on
Wireless Communication and Image
Processing Technology: Taking Swimming as
an Example

The research flow framework of this article mainly includes
Theoretical research, Algorithm selection, Monitoring distri-
bution, Data collection and comparison and Get conclusion.

3.1. Data Collection

(1) In this article, the Mako U-130B industrial camera
will be used to capture swimming images. The reso-
lution of the camera is 1280 × 1024. The camera

Table 1: The influence of the significance threshold on the
recognition result.

The significant threshold
increases

Database
YouTube

Database
Hollywood2

0 0.607 0.575

10 0.609 0.584

20 0.617 0.599

30 0.619 0.604

40 0.619 0.610

50 0.609 0.616

60 0.600 0.619

70 0.590 0.609

80 0.580 0.599
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selects the tip of the 3D Helmholtz coil as the obser-
vation point. The coordinate system of the swim-
mer’s image is collected by the camera

(2) The microprocessor module adopts ARM Cortex-M3
LPC1768, the power supply module provides 3.3V
voltage, and the communication module adopts Blue-
tooth communication, EEROM storage module, etc.

3.2. Image Data Fusion

(1) Fusion of pixel data: the pixel-level fusion preregis-
tration process requires that the measurement data
in the observation area of each sensor corresponds
to the observation area of the sensor with the highest
spatial resolution. The spatial registration accuracy
should reach subpixel accuracy to avoid unrelated
data merging

(2) Feature-level fusion uses target feature fusion output
by independent sensors to complete detection and
recognition, and the recording requirements are
not high. At this level, each independent sensor
detects and extracts the target function separately,
merges all the derived target attributes into a com-
mon attribute space, and then classifies the target.
Feature layer fusion needs to provide accurate infor-
mation compression to meet real-time processing
requirements, but this level of data fusion loses a
lot of target information compared with pixel layer

(3) The decision-making layer fusion uses the results of
local target recognition by each independent sensor
to complete the target recognition decision. At this
level, each sensor individually finds the target, com-
pletes the first partial recognition and target determi-
nation process, and then processes all the decisions
related to the recognition result to obtain the final
result. The decision-level fusion method requires
each sensor to complete the detection and classifica-
tion of independent detection targets, and then the
fusion provides the final decision. Compared with

other methods, the decision-level fusion has a much
smaller impact on the registration error. Even if the
error is much larger than the pixel-level fusion, accu-
rate target correlation can be guaranteed

Therefore, it is necessary to decide which data fusion
method to use according to the specific requirements of
the system. There is no universal structure that can adapt
to all situations. When considering data fusion methods,
which uses engineering applications, the selected sensor per-
formance, overall system computing power, and other fac-
tors should be considered to determine the best method.
The above three fusion methods can also be combined.
According to the characteristics of this article, the data of
each camera is independent of each other; so, this document
selects the decision-making layer to take decision-level data
fusion method and complete image data fusion.

3.3. Image Processing

3.3.1. Underwater Visual Features

(1) Due to the specific light absorption characteristics of
water, most swimming pool lighting systems use

Table 2: The influence of the time window value on the
recognition result.

Database YouTube Database Hollywood2

1 0.839 0.839

2 0.873 0.879

3 0.883 0.886

4 0.889 0.898

5 0.896 0.890

6 0.899 0.886

7 0.895 0.880

8 0.893 0.879

9 0.890 0.878

10 0.891 0.879
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Figure 1: The influence of the significance threshold on the recognition result.
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high power and strong light. At the same time, due
to the limited depth of the pool, the energy loss
caused by light absorption of water has little effect
on underwater images

(2) In addition to adding chemicals to improve water
quality, such as copper sulfate and flocculants, there
are many types of particles and other small particles
in the pool water, such as various human body
decomposition substances, which will scatter light.
Generally speaking, scattering will deflect the light
into the transmission process, scatter the light
received by the sensor, blur the image, and reduce
the contrast. Backscattering causes the sensor to pull
light out of the light field, thereby blurring the back-
ground. The sensor can also receive diffuse backlight
information installed on the target. This will cause
the graphics to appear “fuzzy.” At the same time,
the lighting system in the swimming pool mainly
uses a powerful light source to reduce the absorp-
tion of light into the water body, but because of
the small particle size existing in the water body, if
a huge power lighting system is used, it has certain
drawbacks and increases the effect of water scatter-
ing, so that the water scattering has a particularly
strong impact on the lighting system; so, it is neces-
sary to strengthen the underwater image processing
of the swimming pool to achieve clearer and more
realistic colors

3.3.2. Emphasize Underwater Images. The main purpose of
underwater image enhancement is to increase the underwa-
ter image information by increasing the contrast and clarity
of the underwater image, so as to achieve the effect of visu-
ally increasing the underwater image. The most common
solution is to use histogram balancing and sharpening.

(1) Histogram Balance Method. Although the histogram
equalization method is intuitive and fast, the gray-scale dis-
tribution of some images is relatively concentrated, resulting

in a decrease in image contrast. The histogram equalization
method is to linearly magnify the gray histogram of the orig-
inal image, expand the area of the more concentrated gray
distribution, and make the gray distribution of the magnified
original image more balanced. The gray value in the original
image is redivided, and the gray value distribution obtained
is consistent with the original image.

(2) Lapala Play. The Laplacian sharpening method increases
the edge information of the underwater image, which makes
the contour of the object easier to observe. While the
enhanced underwater image has better visual effects, it also
has an enhanced effect on image noise, and Laplace’s sharp-
ening method fails to improve the color.

3.4. Human Body Recognition. First of all, in this article, it is
necessary to obtain discrete output probabilities based on
multiple SVM classifications and use the probability output
of the obtained SVM classifier combined with the Bayesian
method to fuse the image output fusion decision and then
use the different orientation target output to make the deci-
sion fusion.

According to the above analysis, neither the histogram
balance nor the Laplacian sharpening method can achieve
a good improvement effect. Therefore, referring to the docu-
ments related to this issue, the ASMR image enhancement
method was selected. Adaptive multiscale Retinex algorithm
(AMSR algorithm) was as follows. First, set high weights on
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Figure 2: The influence of the time window value on the recognition result.

Table 3: Computational complexity analysis results.

Time window length (frames) Spatial patch size (pixels)

1 1.20 0.19

2 1.10 0.63

3 1.50 1.01

4 1.49 1.61

5 1.60 1.50

6 1.42 1.13

7 1.98 0.76
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large images enhanced with SSR, compare the ratio of the
SSR-enhanced small image to the SSR-enhanced large
image, and adjust the weight of the SSR-enhanced small
image accordingly.

4. Motion Visualization Test Based on Wireless
Communication and Image
Processing Technology

4.1. The Influence of the Significance Detection Parameters on
the Recognition Results. This article uses a null crossvalida-
tion method and a partial overlap crossvalidation method.
First, highlight the video data set used in the experiment
and select one of the videos for query verification. As part
of the experimental training, the remaining method is to
leave mutual verification. For similar behaviors, select a loca-

tion for query verification. The remaining experimental
training method is to leave some mutual verification.

4.1.1. The Influence of the Significance Threshold on the
Recognition Result. This paper conducts experiments on
the influence of the significance threshold parameters on
the recognition results. The experimental results are shown
in Table 1.

It can be seen from Figure 1, in the field of significant
threshold, that the recognition rate presents an obvious
wave-like pattern. As the significant threshold increases,
the recognition rate first increases, then decreases, and
reaches a peak between 40 and 60. After exceeding 60, the
recognition rate will be significant now.

4.1.2. The Influence of the Time Window Value on the
Recognition Result. This paper conducts experiments on

Table 4: Target recognition detection result.

Hollywood2 (%) YouTube (%) HMDB51 (%) UCF101 (%)

Bag of 3D points 0.922 0.912 0.956 0.932

DMM-HOG 0.955 0.932 0.977 0.965

HOJ3D 0.963 0.941 0.931 0.961

Space-time occupancy patterns 0.983 0.951 0.953 0.956

Algorithm 0.986 0.989 0.986 0.984
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Figure 3: Computational complexity analysis results.
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the influence of the significance threshold parameters on the
recognition results and uses the above methods to practice
detection, and the experimental results are shown in Table 2.

It can be seen from Figure 2 that as the time window
value increases, the recognition rate first rises and then
decreases after reaching the peak. On the database YouTube,
the recognition rate reaches its peak at a value of 4, and on
the database Hollywood2, the recognition rate is at a value
of 6 at the peak. Although the image display in the time win-
dow area also conforms to the wave shape, the speed from
the crest to the trough slows down significantly. This feature
can help us have more choices when setting time.

4.2. Computational Complexity Analysis. This part evaluates
the influence of parameters w and s on the computational
complexity, and the experimental results are shown in
Table 3.

It can be seen from Figure 3 that in the time window
trend line, as the value increases, the calculation efficiency
should increase. On the spatial window trend line, as the
value increases, the calculation efficiency first increases and
then decreases, where the value is the peak is reached at 4.

4.3. Target Recognition and Detection. This paper evaluates
the overall recognition performance based on four data sets
and calculates the average recognition accuracy in all action
classes. Table 4 compares different identification methods.

It can be seen from Figure 4 that for average recognition,
the method in this paper is only about 0.3% higher than the
spatiotemporal mode, but higher than the total state of
DMM-HOG, HOJ3D, spatiotemporal occupancy mode,
and the three action subsets, and the overall stability is very
balanced. The values are basically in line with the expected
assumptions of the study.

5. Conclusions

With the development of information technology, its appli-
cation in the field of sports has gradually developed to a dee-
per level. In addition to traditional functions such as training
plans, it also helps to accurately grasp the movement charac-
teristics of some athletes outside the visual range, so as to
help athletes improve their technical advantages more
accurately. This paper focuses on the research of motion
visualization based on wireless communication and image
processing technology and analyzes the swimming motion
as the starting point. After understanding the relevant theo-
ries, a motion visualization based on wireless communica-
tion and image processing technology and a monitoring
system with longer-term effects are designed. Using this sys-
tem, several cycles of observation tests were carried out on
the observed objects, the data were deeply analyzed, and
the training results of the athletes were tracked and com-
pared in real time. Through the experimental verification,
the experimental results show that the target recognition
accuracy in the motion visualization of this paper is high
and the stability is high. In future research, I will focus on
continuing to improve the stability and clarity of the system
for greater generalization value.
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