Hindawi

Wireless Communications and Mobile Computing
Volume 2023, Article ID 9759178, 1 page
https://doi.org/10.1155/2023/9759178

Retraction

WILEY | Q@) Hindawi

Retracted: Operational Status Monitoring and Fault Diagnosis
System of Transformer Equipment

Wireless Communications and Mobile Computing

Received 13 September 2023; Accepted 13 September 2023; Published 14 September 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported

(3) Discrepancies between the availability of data and the
research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication

process.
Wiley and Hindawi regrets that the usual quality checks did

not identify these issues before publication and have since put

additional measures in place to safeguard research integrity.
We wish to credit our own Research Integrity and Research

Publishing teams and anonymous and named external research-
ers and research integrity experts for contributing to this

investigation.
The corresponding author, as the representative of all

authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record of
any response received.

References

[1] G.Yuan and S. Zhang, “Operational Status Monitoring and Fault
Diagnosis System of Transformer Equipment,” Wireless Commu-
nications and Mobile Computing, vol. 2022, Article ID 4684480,
8 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9759178

Hindawi

Wireless Communications and Mobile Computing
Volume 2022, Article ID 4684480, 8 pages
https://doi.org/10.1155/2022/4684480

Research Article

WILEY | Q@) Hindawi

Operational Status Monitoring and Fault Diagnosis System of

Transformer Equipment

Guijun Yuan( and Songtao Zhang

Inner Mongolia Power (Group) Co., Ltd., Xilingol Electric Power Bureau, Xilinhaote, Neimenggu 026000, China

Correspondence should be addressed to Songtao Zhang; 201804319@stu.ncwu.edu.cn

Received 1 June 2022; Revised 16 June 2022; Accepted 22 June 2022; Published 16 July 2022

Academic Editor: Aruna K K

Copyright © 2022 Guijun Yuan and Songtao Zhang. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work
is properly cited.

In order for valuable distribution transformer data to provide a potential solution for monitoring abnormal conditions, the
authors propose a data-driven abnormal state monitoring data acquisition algorithm for distribution network transformers.
The algorithm can alert operators and maintenance personnel of abnormal conditions in a timely manner. In the proposed
algorithm, the Spearman rank correlation coefficient is used to display the correlation between phase currents, and its ¢ statistic
is used to determine whether there is an abnormality in the determined data collection based on hypothesis testing. Finally, the
effectiveness of the proposed algorithm is verified by using the actual data collected from the power grid, and the
characteristics of normal and abnormal conditions are analyzed separately. Sensitivity analyses were performed for different
significance levels and sampling rates to consider their impact on monitoring results. The application results show that the
power grid recovered a total of 12.98 million yuan from 136 households with a power consumption of 17.57 GWh, proving the
practicability of the algorithm. Conclusion. The application in the actual power system is given, and the feasibility of the

algorithm is proved.

1. Introduction

Driven by modern technology, the power grid is becoming
more and more intelligent, which puts forward higher require-
ments for the safety and stability of power grid operation.
Power grid equipment, especially large-scale transformer
equipment, will inevitably be affected by factors such as elec-
tricity, heat, and environment during operation, resulting in
damage to equipment performance and a series of vicious
accidents such as failures [1]. Therefore, providing high-
quality power and ensuring the demand for power supply in
urban development is the focus of the authors’ research. Fault
monitoring and diagnosis are usually the goal of the actual
operation of large-scale electrical equipment, and its actual
running time is determined through daily monitoring, and
research measures are active, as shown in Figure 1. From large
electronic equipment to fault detection, basic functions such as
data acquisition, measurement, control, prevention, measure-
ment, and detection come in handy and advanced functions

such as spontaneity, time support, etc. Automatic power con-
trol, intelligent modification, online analysis and decision-
making, and integration improve the stable operation and
safety of large transformer equipment; therefore, the online
monitoring and fault diagnosis system is an important factor
to measure the intelligence level of the power grid [2].

2. Literature Review

Fan and Sharma proposed a transformer online monitoring
system, which includes electronic components such as trans-
formers and sensors, which can be used to collect and sam-
ple voltage parameters in the power grid, the online
monitoring system will also collect the collected data, the
data is converted into digital signals, and the unified process-
ing of information is completed [3]. In the monitoring pro-
cess, the system will use CPLD to complete the processing of
the sampled data and conduct simulation experiments to
verify the data collected in the circuit and obtain ideal
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FiGgure 1: Condition monitoring and fault diagnosis system.

monitoring results. This transformer online monitoring sys-
tem cannot monitor the working environment of the trans-
former; therefore, the monitoring scope of the system is
limited and cannot be applied and promoted in practice.
Liu et al. applied the ARM processor to the online monitor-
ing technology of gas in transformer oil and collected the
electrical characteristics in the power grid; the online moni-
toring system can also process the collected data and
complete the remote data transmission [4]. The online mon-
itoring technology they designed has strong practicability,
but the online monitoring system they designed does not
include the factors that affect the parameters of the power
grid; that is, the transformer fault cannot be diagnosed.
Chakraborty et al. mainly studied the key technology in the
intelligent detection technology of distribution transformers,
verified the function of the key technology, and obtained the
verification results [5]. The detection technology they
designed can be used to collect electric energy information
in the power grid, the main method is to install current
and voltage transformers in distribution transformers, the
transformers can collect electric energy information and
temperature information in distribution transformers, and
all this information is sent to the central server. In the trans-
former intelligent detection system they established, it can
comprehensively collect various parameters of distribution
transformers and complete the comprehensive analysis of
these parameters, which has certain use value. However, in
their system, only uncomplicated nonelectrical parameters
can be comprehensively analyzed, and various data cannot
fully demonstrate the characteristics of the transformer.
The authors describe the use of a data-driven algorithm that
can be used in power data reception systems as a measure-
ment theory for distribution transformer data reception
and maintenance. With the support of the electronic data
acquisition system, a total of 96 phase current data instances
were used to calculate the Spearman horizontal correlation
coeflicient and its daily ¢ statistic. Transformer distribution
data is recorded by measuring impedance. Finally, the effec-
tiveness of the proposed algorithm is verified by an example
analysis.

3. Research Methods

3.1. Anomaly Data Collection Detection Model Using t
Statistic. The electronic data collection process of electronic
power users is an application for collecting, processing, and

monitoring electronic power information of consumers.
The electric energy data acquisition system is used to collect,
process, and monitor the power consumption information
in real time. According to the procedures, good performance
such as automatic collection of electronic data, negative
monitoring, good electrical monitoring, electrical inspection
and control, data interference, power distribution analysis,
and intelligent electronic equipment data exchange can be
completed.

The system consists of 3 layers: main layer, communica-
tion layer, and device layer [6]. In key processes, functions
such as precommunication, application marketing, adminis-
tration, and data management are seen. In the communica-
tion process, many performances of wire and wireless
connections are provided to exchange information between
the main system and the terminal equipment. The following
process of electronic data acquisition system is mainly com-
posed of collector, collection terminal, electricity meter, and
concentrator. From bottom to top are the electricity meter,
the main electricity meter, and the electrical equipment or
accessories that collect electricity consumption data; then,
the written data is transmitted to the content through vari-
ous communication technologies; finally, the recorded data
is stored in different servers analyzed on. This is done on a
workbench from which the operator can monitor work con-
ditions and measurements.

Facilitate the collection, export, and processing of elec-
tronic data processing systems with energy-efficient elec-
tronic processing data that can be used for problem solving
and evaluation [7]. In modern electronic data acquisition
systems, the current size of each consumer electronics is typ-
ically sampled 96 times a day. Based on the traditional oper-
ation and data acquisition, the three-phase current is related,
so the correlation coefficient can be used to monitor the neg-
ative state of the power user. Do not share data exchanges.
The most commonly used are the Pearson coefficient and
the Spearman coefficient. For the Pearson correlation coeffi-
cient, the sample data requires a Gaussian distribution, but
the current data do not follow this classification. The Spear-
man rank correlation coeflicient overcomes this limitation
and can be used to identify fragmented and unidentifiable
big data [8]. Therefore, the authors adopt Spearman’s rank
correlation coefficient to express the correlation between
three-phase currents. Suppose I, = [I4;, 145, -+ Isn ]T
]T

> IB =
Tgo Iy Ipy|"s and I = [Igy, Icy -+ Icy " are the cur-
rent sampling data of phase A, B, and C for one day,
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respectively. Sort the elements in each vector from largest to
smallest, so the matrix vector composed of I 4, I, and I, can
be obtained as

R R R
IAl IAZ IAN
R
Lype = I§1 Igz IgN : (1)
R R R
Iey Ie, - Ien

In formula (1), N represents the window length of each
detection. Before determining Spearman’s rank correlation
coeflicient, the ranking matrix should first be normalized,
convert the matrix I% ;. to I¥5 . to better display the differ-
ence between the three-phase currents, and the elements of
I8% - can be obtained as

R N 1R
R IABC,ij - UNZj:llABC,ij

ABC,ij = - ()
N N
\/1/N - 12]’:1 (IﬁBC,ij - I/NZJ':lIﬁBC,ij)

Define the Spearman rank correlation coefficient matrix
corresponding to the three-phase current as
S S S
Paa  Pap Pac
S_| s S S
P = |Psa P Pgc | (3)
S S S
Pca Pcs Pcc
ZN (IR* — IR ) (IR* —IR= )
S j=1\taBcxj ~ facx ) \1aBCyj ~ fABCY
Pxy = — O
N Rx R N Rx Rx
\/Zj—l (IABC,X]' - IABC,X) \/Zj—l (IABC,Yj - IABC,Y)
(4)

In formulas (3) and (4), X, Y € {A,B,C}, X# Y, I},
and I}, are the averages of vectors Iz and 5.,
respectively. If none of the column vectors I,, I, and I

has the same value, the value of If3. will be an integer [9].
Equation (4) can be simplified as

(5)

In formula (5), y]*f =I§§C)(j_1§EC,Yj’ and piy e[-1,1];

the larger the value, the higher the correlation of the phase
current. Under the normal operation of the transformer,
there is a positive correlation between the three-phase cur-
rents; therefore, a larger value means that the distribution
transformer has a high probability of maintaining normal
operation. If the value is close to 0 or even negative, it means
the switch works differently [10]. However, it is difficult to
be sure that the value is not close to 1 or 0, and no conclusive
results can be obtained from the correlation coeflicient.
Therefore, sentiment analysis based on statistical research

can be used to judge whether the written data of electronic
devices is abnormal [11]. In other words, determine whether
the value of p}, is significantly different from zero. There-
fore, the null hypothesis (i.e., HO: pf(y =0)) and the alterna-
tive hypothesis (i.e., H1: p, # 0) are given separately, and a
permutation test is used to determine which hypothesis
should be accepted. This test takes into account the amount
of data in the sample, and the risk of directly using rank cor-
relation coefficients obtained from sample data is avoided
[12]. Therefore, issues related to confidence intervals and
hypothesis testing are handled using the Fisher transform.
The Fisher transform and Z value of p$; can be defined as
equations (6) and (7), respectively:

F(p%y) = arctan h(pgy) =

N-3
Zxx = \IWF@)S(Y)' @)

In formulas (6) and (7), z3y follows a normal distribu-
tion. In order to quickly monitor and detect abnormal con-
ditions of transformers in time, only 96 sampling data are
usually used for analysis, and accurate monitoring results
can be obtained every day [13]. According to statistical the-
ory, when the number of sampled data is large (i.e., >120), a
normal distribution will give good results, while results from
small sampled data will be good by using the ¢ distribution
and the ¢ statistic [14]. The ¢ statistic of the Spearman rank
correlation coefficient can be expressed as

N-2
3y = Pxy e 57 (8)
\ 1-pPxy

In equation (8), the t distribution of f3, should have
degrees of freedom equal to N — 2. The probability density
function of the ¢ distribution is as follows:

_I[(n+1)2] K2\ ~(m+)72
Toom = o) S

x"te ™ dx. (10)

r(m=|

0

In equations (9) and (10), » is the degree of freedom of the

t distribution. The ¢ distribution probability density function

is used to determine the thresholds for hypothesis testing of

the ¢ statistics shown in Figure 2; i.e., £, (N — 2) is the threshold

with significance level equal to « and degrees of freedom equal
to N — 2, which can be derived from equation (9).

Jm f(xN-2)=a. (11)

ta(N-2)

The curve in Figure 2 is the composite speed and indepen-
dence of the T-division function, and the shaded area repre-
sents the infinite f,(x, N —2) of t,(N —2).Therefore, given
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FIGURE 2: Probability density function of ¢ distribution with significance level equal to « and degrees of freedom equal to N — 2.

the values for level a and the independent level, it is possible to
detect differences in the distribution of electronic devices by
making assumptions using the ¢ statistic. If « =0.05 and N
=96, then (N — 2) = 1.661. The steps of abnormal data col-
lection and detection are as follows: (1) obtain Spearman’s
rank correlation coefficient p3,, and the corresponding ¢ sta-
tistic £5,, of the three-phase current; (2) if #3y < 0, determine
that the transformer is in an abnormal state, and go to step
(5); otherwise, go to step (3); (3) establish the null hypothesis
HO: p,y = 0 and the alternative hypothesis H1: p5,, = 0; select
the significance level o = 0.05, which is the most commonly
used value in hypothesis testing; (4) calculate 3, and compare
it with £, (N - 2) [15]. If 5y > (N — 2), reject HO, indicating
that the transformer is in a normal input state; otherwise,
accept H; that is, the transformer is in an abnormal state;
and (5) update the data window and return to step (1). Con-
ceptual data-driven algorithms can be used to power a real
power user data receiving system, the data flow of which is
shown in Figure 3.

In Figure 3, there are 3 standard ways to monitor abnor-
mal data acquisition, namely, (1) p)S(Y <0, (2) t§(Y <0, and
(3) ty <t (N —-2). Criteria (1) and (2) only make sense
when electrical reversal or reverse connection occurs. 5,
may be small but positive when there is power theft, three-
phase unbalance, or other unknown anomalies, so in this
case, criterion (3) is meaningful. Therefore, these 3 criteria
are for different abnormal situations.

4. Analysis of Results

4.1. The Basis of the Example. Examples presented are data
on electrical power distribution to identify the effectiveness
of data-driven analysis algorithms for data acquisition. In
it, the electronic power supply receives the system, instanta-
neous active and reactive power, three- or two-phase cur-

rent, and voltage amplitudes, and all power types are
closed [16]. In these measurements, it is difficult to apply
the current power or power values to determine whether
the input voltage of the transformer is normal, and the fluc-
tuation of phase voltage is usually small. Therefore, the
phase current is used to detect the data acquisition status
of the distribution transformer. A total of 9 scenarios are
set in the calculation example, including 8 abnormal data
acquisition scenarios and 1 normal data acquisition scenario.

4.2. Comparative Analysis. Scenario 1 (representing abnormal
data acquisition scenario) and scenario 9 (representing normal
data acquisition scenario) are, respectively, selected to illus-
trate the proposed algorithm. For scenario 1, scenario 1 has
large phase current fluctuations from 2021-04-01T00:00 to
2021-05-31T23:45. There are 3 concave positions in the Spear-
man rank correlation coefficients of currents between different
phases, so it is suspected that abnormal data collection
occurred in 2021-04-04, 2021-04-30, and 2021-05-11. How-
ever, if only the Spearman rank correlation coeflicient is used,
a certain threshold cannot be given to determine [17]. There-
fore, the t statistic is added. The value of tlsgc exceeded the
threshold in 2021-04-30 and returned to normal in 2021-05-
01. Therefore, two different types of alarms were triggered
on 2021-04-04 and 2021-04-30, respectively, indicating that
abnormal data is highly likely to be acquired in phase B and
cleared after maintenance. Therefore, the proposed algorithm
can detect abnormal data of distribution transformers and
remind maintenance personnel to check them in time. The
value of f7., for 2021-04-04 exceeds the threshold but is still
positive [18]. Therefore, while it is possible to detect abnormal
behavior in the BC phase based on a negative  statistic, abnor-
mal behavior in the CA phase cannot be detected if the detec-
tion criterion is based only on the sign of the ¢ statistic. That is,
the threshold [¢,(N —2)] cannot be set too large. If the set
threshold is larger, the false alarm of AB phase will be triggered
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TaBLE 1: Abnormal data collection results in 8 scenarios.
Scenes Time limit Ist alarm Alarm phase Maintenance time
2021-04-04 BC, CA 2021-04-06
1 [2021-04-04, 2021-05-31]
2021-04-30 BC 2021-05-01
2 [2021-06-20, 2021-07-27] 2021-06-29 CA 2021-06-30
3 [2020-05-17, 2021-06-10] 2020-05-29 BC, CA 2020-06-06
4 [2020-09-01, 2021-06-23] 2020-09-10 CA 2020-09-30
5 [2020-09-01, 2020-11-10] 2020-09-25 AB, CA 2020-10-28
6 [2020-10-01, 2021-01-01] 2020-10-01 AB, CA 2020-10-29
7 [2020-10-01, 2020-11-30] 2020-10-01 AB, CA 2020-10-29
8 [2020-12-01, 2021-01-31] 2020-12-01 CA 2021-01-03




in 2021-04-04, and the false alarm of AB and CA phase will be
triggered in 2021-04-30. Therefore, an appropriate threshold
should be determined according to statistical theory. The
parameters in the threshold determination are the significance
level («) and the sampling rate (N), and their values will affect
anomaly detection. The results of the other seven abnormal
data collection scenarios are shown in Table 1. For scenarios
2-8, only one alarm was triggered during operation, and it
was all cleared after maintenance. The result shows that the
algorithm can successfully detect abnormal data collection of
distribution transformers. Generally, whenever a transformer
is suspected of being abnormal, an on-site inspection and
overhaul of the transformer should be performed. On-site
inspections and inspections are carried out by maintenance
personnel from the power company and include procedures
for checking oil temperature, oil leaks, noise, moisture, pres-
sure, and electrical wiring [19].

To further illustrate the characteristics of traditional data
collection, scenario 9 is used to describe the detailed search
process of the algorithm.

As can be seen, I, I, and I fluctuate synchronously,
and their Spearman rank correlation coeflicients are very
close to 1. Therefore, there is a relationship of three-phase
currents, and it can be considered that the transformer in
scenario 9 is in a normal data state. Neither £5; nor 5,
t3c exceeds the threshold, and the curves of all ¢ statistics
are far from the threshold line [20]. Therefore, it can be con-
cluded that in scenario 9, no abnormal data collection occurs
in the distribution transformer.

4.3. Scheme Sensitivity Analysis

4.3.1. Sensitivity Analysis of Different Significance Levels. To
discuss the effect of significance at level o on the variance
of the monitoring data, sensitive observations were made
for several key levels (0.0005, 0.001, 0.005, 0.01, 0.05, and
0.1) for scenarios 1-8. Table 2 shows the time to first alarm
for different key stages of scenarios 1-8.

As can be seen from Table 2, for scenarios 4-8, the results
do not change with « change, which means that scenarios 4-8
are not sensitive to the significance level. However, for scenar-
ios 1 and 2, if « is set to be large, the alert will hardly be trig-
gered and the potential anomaly may be ignored. For
scenario 3, if the value of « is set smaller, more alarms will
be triggered. Also, in scenarios 1 and 3, there is some small
drift in the first alarm time. In scenario 1, when « is set to
[0.000 5, 0.001] and [0.005, 0.05], the results are relatively
insensitive to the significance level. In scenario 2, when « is
set to [0.000 5, 0.05], the result is relatively insensitive. In Sce-
nario 3, when « is set to [0.005, 0.01], the result is relatively
insensitive. Therefore, intersecting the insensitive ranges of
scenarios 1-8, it can be concluded that the insensitive interval
to the significance level is [0.005, 0.05]. Therefore, in practical
applications, any value can be selected within the insensitive
interval for the significance level of the algorithm.

4.3.2. Sensitivity Analysis of Different Sampling Rates. As
mentioned above, electronic data loggers collect and store
data 96 times a day. However, in some appliances, the data

Wireless Communications and Mobile Computing

TaBLE 2: The first alarm time of each scenario under different
significance levels.

Significance level

Scenes Years

0.0005 0.001 0.005 0.01 0.05 0.1
04-04 04-04 04-04 04-04 04-04
1 2021 04-04
04-29  04-29 04-30 04-30 04-30
06-29
2 2021 06-29 06-29 06-29 06-29 —
05-28
05-31 05-28
3 2020 05-29 05-29 05-29 05-29
06-05  05-31
4 2020 09-10 09-10 09-10 09-10 09-10 09-10
5 2020  09-25 09-25 09-25 09-25 09-25 09-25
6 2020 10-01 10-01 10-01 10-01 10-01 10-01
7 2020 ~10-01 10-01 10-01 10-01 10-01 10-01
8 2020 12-01 12-01 12-01 12-01 12-01 12-01

TaBLE 3: The maximum absolute difference of each scene under
different sampling rates.

Scenes Sampling rate

96/day 48/day 24/day
1 4.1423 4.2663 3.1155
2 1.8726 1.9991 2.1676
3 1.0108 0.9231 1.7181
4 1.6610 1.6790 1.7170
5 11.2620 8.3544 6.2872
6 225.9900 130.4500 81.1430
7 36.5910 28.0720 19.7540
8 36.5900 28.0710 19.7520

is only checked 24 or 48 times a day. In order to demonstrate
the effectiveness of the applied algorithm in different power
systems and under different conditions, sensitivity tests were
performed on different models, and the difference value (i.e.,
txy —t,(N —2)) when the transformer was in abnormal
state was obtained, and the calculation results are shown in
Table 3. The greater the difference between each line, the
stronger the algorithm using the measurement model. As
can be seen from Table 3, with 96 samples per day, 5 cases
(e.g., scenarios 4-8) get the highest value, indicating a higher
ratio; otherwise, the transition is better [21]. Therefore, a
higher ratio is recommended. Furthermore, it can be seen
that the change in the largest difference was not very large
and did not change the benefits of care. Therefore, it can
be determined that the change in design will not have a sig-
nificant impact for most of the 24 or 48 time period, which
means that the design process can be effectively used to
strike dynamics.

The algorithm is used for the actual electronic grid, and
the abnormal data have been carefully examined and vali-
dated. The unique steps of implementing the concept are
as follows: tsis negative inspection, ua preinspection, chaw
site inspection, and kaw closed loop control. In step (1),
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administrators use process planning to perform oracle
database-based anomaly data collection detection. In step
(2), unreliable users are prescreened to improve authentica-
tion. In step (3), the Department of Labor will work with rel-
evant agencies to assess the location of negative user
changes. In step (4), the recovery of electricity bills will be
followed up [22]. The algorithm is applied to 11 regional
subsystems (HZ, HR, JX, JH, LS, NB, QZ, SX, TZ, WZ,
and ZS) on the power grid, and the recovery rate of each
region is shown in Figure 4.

In Figure 4, the numbers on the left ordinate and bar
graph represent power returns, respectively, while the num-
bers on the right ordinate and black line graph represent the
values returned by each subsystem. It can be seen that the
renewable income is the largest (3.951 million yuan,
5300 MWh) and the lowest renewable income (038,400
yuan, 52 MWh). After the algorithm was used, 136 users
recovered a total of 12.98 million yuan from the grid and
consumed 17.57GWh of electricity, proving the efficiency
of the algorithm.

5. Conclusion

The authors propose a data-driven monitoring algorithm for
abnormal data acquisition of distribution transformers
based on t statistics. Through the study of the actual scene
and the corresponding sensitivity analysis, the feasibility of
the proposed algorithm is proved; by using this algorithm,
abnormal data of distribution transformers can be detected
more accurately; and in time, thus, a lot of manpower and
financial resources are saved, so it can be well used for
abnormal data collection and detection of distribution trans-
formers in practical applications.
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