
Retraction
Retracted: Hybrid Graph Neural Network Model Design and
Modeling Reasoning for Text Feature Extraction and Recognition

Wireless Communications and Mobile Computing

Received 29 August 2023; Accepted 29 August 2023; Published 30 August 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external research-
ers and research integrity experts for contributing to this
investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] X. Huang, D. Qiu, C. Xiang, and H. Chen, “Hybrid Graph Neural
NetworkModel Design andModeling Reasoning for Text Feature
Extraction and Recognition,” Wireless Communications and
Mobile Computing, vol. 2022, Article ID 5220916, 8 pages, 2022.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9867579, 1 page
https://doi.org/10.1155/2023/9867579

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9867579


RE
TR
AC
TE
DResearch Article

Hybrid Graph Neural Network Model Design and Modeling
Reasoning for Text Feature Extraction and Recognition

Xuxiang Huang , Dong Qiu, Chen Xiang, and Hewei Chen

School of Computer Science and Information Engineering, Hubei University, Wuhan 430062, China

Correspondence should be addressed to Xuxiang Huang; 201931119020204@stu.hubu.edu.cn

Received 5 June 2022; Revised 24 June 2022; Accepted 27 June 2022; Published 20 July 2022

Academic Editor: Kalidoss Rajakani

Copyright © 2022 Xuxiang Huang et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Natural language processing is an important branch of deep learning. In particular, the classification of short texts is one of the
main tasks of computer linguistics, because it ensures the security of information. Therefore, this paper reviews the text
classification methods for the first time, aiming at comparing the modern methods to solve the text classification problems,
determine the trend in this direction, and select the best algorithm to be applied to research and business tasks. In this paper,
with the help of the emerging algorithm in the field of deep learning, a web domain knowledge text classification method
based on feature words is developed with the support vector machine (SVM) as the basic classification algorithm. Two datasets
representing basic research disciplines and emerging research fields are selected to verify the proposed research framework.
Experiments show that the performance of this method is improved by 3% compared with the benchmark method.

1. Introduction

The convolutional neural network (CNN) has been devel-
oped as an object of application of image recognition, but
recently, it has been known that it can be applied to classifi-
cation of documents and can be classified into high accuracy.
This paper classifies documents by the CNN with a relatively
deep layer and acquires excellent classification results [1].
However, there are few examples of document classification
using a character-level CNN for Japanese documents. As a
cause, there is a method called the transition learning using
the learning result of other tasks as a method to deal with the
problem. In this paper, we apply the residual network to the
conventional character-level CNN [2]. We also apply this
method to various datasets and confirm their effects. Convo-
lutional neural networks are attractive. In a short time, they
have become a disruptive technology, breaking all the most
advanced algorithms in many fields, such as text, video,
and voice, far beyond their initial application in image pro-
cessing. The CNN consists of many neural network layers.
The two different types of layers, convolution and pooling,
are usually alternating. The depth of each filter in the net-

work increases from left to right. Finally, it usually consists
of one or more fully connected layers.

Advances in microelectronics and information technol-
ogy have led to a wide range of applications for the real-
time processing of large data streams [3]. For example, many
simple operations in everyday life, such as using a credit card
or telephone, require the automatic creation, analysis, and
processing of a wide range of data. Because these operations
are often carried out by a large number of participants, dis-
tributed and massive data streams are required. Similarly,
social media contains large streams of network-specific and
textual data [4]. The problem of creating models and algo-
rithms is therefore relevant.

In order to ensure information and public safety, the
analysis of content containing illegal information in tele-
communications networks (including data related to terror-
ism, drug trafficking, online extremism, and preparations for
protest movements or mass riots) is important to ensure
information security [5]. The goal of this paper is to com-
pare modern approaches to solving text classification prob-
lems, to discover trends in the field and to select the best
algorithms for research and commercial tasks.
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Text classification methods lie at the intersection of the
two fields of information retrieval and machine learning.
Their similarities lie in the way that the documents them-
selves are represented and in the quality of the algorithms.
Currently, many methods and their different variations have
been developed to classify text. Each group of methods has
its advantages and disadvantages, areas of application, char-
acteristics, and limitations [6].

Of particular interest are the following cases where the
data is in the form of streams, for example, in telecommuni-
cation networks, some difficulties arise because model train-
ing is always based on a file of a set of attributes [7]. These
sets of attributes may change over time, and it is necessary
to consider the possible changes in the underlying distribu-
tion of data when constructing stream classifiers [8]. The
preferred choice of method is one that can support incre-
mental learning, i.e., we want the chosen method to support
incremental learning, where the classifier learns on each
sample in real time. In incremental learning, the training
samples arrive sequentially during the sampling process;
therefore, the classifier must constantly correct the training
results and the classifier must constantly correct the training
results and retrain itself [9]. In nonincremental training, the
entire training sample is provided in its entirety at once. The
entire training sample is provided all at once. Obviously, in
the case of incremental learning, the behaviour of the classi-
fier changes during operation, which reduces its predictabil-
ity and may make the system difficult to adjust. At the same
time, incremental learning makes the system more flexible
and able to adapt to changing conditions.

The specificity of the classification process in streams is
also due to the fact that it is not always possible to control
the speed at which data arrives. Some of the document cate-
gories that may be encountered in a stream are only spo-
radic. Detecting such rare classes can be difficult [10].
Classes may be difficult to find, in which case it becomes
very difficult to classify text. In such a case, the “I” becomes
an extremely difficult task. The comparison of classifier con-
struction methods is a rather difficult task, as different input
data may lead to different results. It is therefore necessary to
perform software implementations and performance calcu-
lations for training and testing on the same set of docu-
ments [11].

2. Related Work

With the continuous enrichment of web resources, web-
oriented text classification research is gaining more and
more attention [12, 13]. In this research, we use the network
structure of vdcnn and we use the network which is suitable
for Japanese document classification. As a preliminary study
on the transition learning, Moo et al. report that the transi-
tion learning works well when the similarity of the transition
between the transitive and the transitional task is high in the
document classification using the neural network.

The traditional text classification methods for the mas-
sive amount of information on the web are mainly manual
classification and organization. However, the traditional
methods using manual classification have many drawbacks,

such as high labor and high material and energy consump-
tion and low consistency of classification results [14]. Cur-
rently, the general technical process of text classification is
as follows: first, the unstructured text data is preprocessed
to represent the text in a structured form, which is called fea-
ture representation; second, feature selection is performed to
select the feature items that best represent the text content to
reduce the dimensionality of the feature vector space; then,
the training document set is used to construct and train
the classifier; finally, the new text is classified using the con-
structed classifier [15]. Finally, the constructed classifier is
used to classify the new text. In [15], the maximum entropy
model is applied to the text classification study in conjunc-
tion with the current text classification study. Reference
[16] extracted features from text using the deep belief net-
work and classified the extracted features using the softmax
regression classifier, and the experiments showed that text
classification using the deep belief network has good perfor-
mance. Reference [17] proposed a text similarity weighting
algorithm based on the semantic similarity of the knowledge
network and conducted Chinese text classification experi-
ments on the algorithm, and the results showed that the
method improved the performance in text classification
compared with the traditional text similarity.

Although the scheme of the abovementioned researchers
has achieved certain results, the recognition of special char-
acters is not very accurate but the CNN model designed in
this paper also has good recognition ability for special
symbols.

3. Text Classification

A distinction should be made between classification and
clustering. In document classification, categories are prede-
fined, whereas in clustering, they are not and even informa-
tion about their number may not be available. It may be
absent.

Formally, the formulation of the classification problem
can be expressed in the following way.

There is a document set D = fd1,⋯, djDjg and a set of
possible categories (classes) C = fc1,⋯, cjDjg. The unknown
objective function D × C⟶ f0, 1g given by the following:

Φ dj, ci
À Á

=
0, dj ∉ ci,

1, dj ∈ ci:

(
ð1Þ

A classifier needs to be constructed that is as close as
possible to Φ. In the formulation of this problem, it should
be noted.

A classification is called an exact classification if the clas-
sifier gives an exact answer.

Φ : D × C⟶ 0, 1f g: ð2Þ

If the classifier determines the classification status
value of a document, the classification is called a threshold
classification.

2 Wireless Communications and Mobile Computing
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CSV : D⟶ 0, 1½ �: ð3Þ

In general, the process of supervised learning (super-
vised learning) is as follows. The system is presented.
The system presents a set of examples relating to the pre-
vious ones. This set of data is sometimes referred to as the
training sample L. It is used to train a classifier and to
determine the values of its parameters so that the classifier
gives the best results at that value. Next, the system gener-
ates solution rules that are used to classify a set of
instances into a given class. The quality of the separation
is checked using a test sample of instances T . It is neces-
sary to satisfy the following conditions:

L ∩ T =∅,

Ω = L ∪ T ⊂ C ×D,
ð4Þ

where Ω means a set of example and Φ means the values
of the objective function.

If in a task, each document d ∈Dmay correspond to only
one c to only one category C ∈ c, then, there is a single-valued
classification and, i.e., any number of categories.

A special case of disambiguation classification is binary
classification, where a collection of documents needs to be
divided into two nonoverlapping categories, for example,
the task of determining the tone of speech (positive or neg-
ative) or the task of detecting or, with the help of a binary
classifier, solving the task of spam detection (whether a mes-
sage is spam).

The solution to the classification problem consists of
four successive steps.

(1) Preprocessing and indexing of documents

(2) Reducing the dimensionality of the feature space

(3) Constructing and training the classifier using
machine learning methods

(4) Evaluating the quality of the classification

When selecting a particular classification algorithm, the
specific characteristics of each algorithm should be taken
into account. There is still an unsolved problem. The
method for determining the set of classification features,
their number, and calculating the weights remains unsolved.
In deep learning algorithms, the accuracy of classification
depends heavily on the availability of a training. The accu-
racy of classification depends heavily on the availability of
appropriately sized training samples. Preparing such sam-
ples, sampling is a very time-consuming process. Until
now, the problem of selecting parameters for some algo-
rithms in the training phase has remained unresolved. In
the following, each phase is considered in detail. The differ-
ent algorithms used to construct the classifier, the experi-
ments conducted with these algorithms, and the results of
these experiments are described in detail.

3.1. Preprocessing and Indexing of Documents. Text prepro-
cessing includes symbolization, removal of function words

(semantically neutral words such as conjunctions and prepo-
sitions). The following work was carried out by morphologi-
cal analysis (partitioning part of speech and word roots). This
allowed for a significant reduction in the dimensionality of
the space. As a result, all meaningful words occurring in the
document are represented as features of the document.

A document index is a construction of some numerical
model of a text that translates the text into a representation
suitable for further processing.

For example, the bag-of-words model allows a document
to be represented as a multidimensional vector consisting of
words and their weights within the document [18]. In other
words, each document is a vector in a multidimensional
space whose coordinates correspond to the number of words
and whose values correspond to the weights.

A common indexing model is Word2vec [19]. It repre-
sents each word as a vector containing information about
the contextual (relevant) words. Another indexing model is
based on taking into account n-grams, i.e., sequences of
adjacent characters. Obviously, the same approach should
be used for training and testing documents.

3.2. Features That Reduce the Dimensionality of the Feature
Space. Different computational complexity and different
classification methods depend directly on the dimensionality
of the feature space. This is why the use of classifiers often
resorts to reducing the number of features (terms) used.

By reducing the dimensional term space, it is possible to
reduce the effects of overlearning—a phenomenon where the
classifier is guided by random or incorrect features.

An overtrained classifier works well on the instances on
which it has been trained and significantly worse on the test
data. To avoid overtraining, the number of training
instances should be proportional to the number of trainees.
In some cases, reducing the dimensionality of the feature
space by a factor of 10 (or even 100) may only lead to a dete-
rioration in the nonsignificance of the classifier.

There are several ways to determine document feature
weights. The most common one is the TF-IDF function. Its
basic idea is to give more weight to words that have a high
frequency in a particular document and a low frequency in
other documents.

The term frequency (TF) is calculated—an estimate of
the importance of a term in a single document d—using
the following formula:

TF = ntd
nd

: ð5Þ

IDF reduces the weight of common words according to
the following formula:

IDF = log Dj j
Dt

� �
: ð6Þ

The total weight of terms in individual documents rela-
tive to the entire document set is calculated by the following
formula:

Vt,d = TF · IDF: ð7Þ

3Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

It should be noted that equation (7) assesses the impor-
tance of a term based only on its frequency of occurrence in
the document, without regard to the order of the terms.

Latent semantic analysis (LSA) was also used to reduce
the dimensionality. LSA is a method to learn the implicit
relationship between from massive text data and then obtain
the expression characteristics of documents and words. The
basic idea of this method is to comprehensively consider
which documents will some words appear at the same time,
so as to determine the similarity between the meaning of the
word and other words. By first constructing a word docu-
ment matrix M, find the low-rank approximation of the
matrix to mine the association relationship between. The
process is mainly divided into four steps: calculating the
word document matrix, singular value decomposition,
selecting the first k feature roots and the corresponding fea-
ture vectors to reconstruct the matrix M, and mining the
semantic relationship using the correlation coefficient
matrix. Term space has also been used for LSA using singu-
lar matrix decomposition [20], flow mutual information
(PMI) [21] (a measure of association), and conditional ran-
dom fields (CRF). (a generalization of the latent Markov
model). Some studies [22] have applied statistical criteria
and relative entropy to probability distributions, called
information amplification factors, or Kullback-Leibler
divergence.

The following is a summary of these methods, including
the advantages and disadvantages.

The naive Bayes approach (NB) refers to the probabilis-
tic classification method setting PðcijdÞ as the probability of
the document. The i = 1,⋯, jCj represented by the vector d
= ðt1,⋯, tnÞ corresponds to the category ci. The task of the
classifier is to find such values of ci and d that the probability
PðcijdÞ is the maximum.

CSV dð Þ = arg max
ci∈C

P ci djð Þ: ð8Þ

To calculate the value of PðcijdÞ, use Bayes’ theorem.

PP ci djð Þ = P cið ÞP d cijð Þ
P dð Þ : ð9Þ

Calculating PðcijdÞ is difficult because of the large num-
ber of features t1,⋯, tn, so we make the “naive” assumption
that any two coordinates are considered random and are sta-
tistically independent of each other. Then, one can use the
following formula:

P d cijð Þ =
Yn
k=1

P tk cijð Þ: ð10Þ

All probabilities are then calculated using the maximum
likelihood method.

4. Programme of This Paper

4.1. KNN. The k nearest neighbour (KNN) method refers to
the metric classification method. In order to find the cate-
gory corresponding to document d, the classifier compares
d with all documents in the training sample L, i.e., for each
dz ∈ L, it calculates a distance ρðdz , dÞ. The k documents
closest to d are then selected from the training set. Accord-
ing to the k nearest neighbour method, document d is con-
sidered to belong to the category that is the most common
among the neighbours of a given document, i.e., for each cat-
egory ci is computed as a ranking function.

CSV dð Þ = 〠
dz∈Lk dð Þ

ρ dz , dð Þ:Φ dz , cið Þ, ð11Þ

where LkðdÞ is the k closest documents between L and d and
Φðdz , ciÞ is a known value, which is the document already
classified in the training sample.

4.2. Neural Networks. In order to classify the category classi-
fication, the following learning is carried out. First, the
model uses the CNN, which is similar to the VDCNN. As
a dataset in 50 dimensions, the set of different news articles
is classified as the dataset of the transitional and the transi-
tion destination and the genre is classified as a category in
order to have the size of the embedded vector.

A VDCNN with a convolution layer of 17 layers is refer-
enced using chainer ∗1 ∗. The length of the input string is
1024 characters. The initial value of he is used to initialize
the convolution layer of the network. In the following, the
layers of the implemented VDCNN are assumed to be
embed1, conv1, re2, RE5, FC6, and fc8 from the lower layer.
The stochastic gradient descent method is used for the learn-
ing of a network containing four convolutional layers in each
res layer.

In view of the limitations of current research methods, in
order to accurately detect and identify the structural features
of domain knowledge, this paper proposes a research frame-
work based on the deep graph neural network learning rep-
resentation method and the specific research process is
shown in Figure 1. The proposed research framework con-
sists of the following parts: data preprocessing module, fea-
ture extraction module, graph network model module, and
domain knowledge structure visualization module.

The weight and bias of FC6 to fc8 are randomly initial-
ized. The transition weight and bias are tested in two cases:

5. Experimental Results and Considerations

5.1. Dataset. The dataset is shown in Table 1.
The AFPBB dataset has four categories: news, environ-

ment sclence it, fifties, and sports. The livedoor dataset uses
four categories (news, life hack, livedoor Homme, and
sports watch), which are considered to be relatively close
to AFPBB data.

5.2. Result. Learning the network of transponders is per-
formed by AFPBB datasets. The dataset of the destination
is the livedoor dataset. In this case, we compared the correct

4 Wireless Communications and Mobile Computing
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solution for the test data in the two cases described. In addi-
tion, in order to clarify the effect of the transition learning in
the case where the number of data in the transition destina-
tion is small, the comparison of the number of the training
data of the transition to the first 1/2, 1/4, 1/8, and 1/16 was
also compared. The results of comparison of the correct
answers to test data are shown in Table 2 and Figure 2.

As shown in Figure 2, the inaccuracy of Init is the most
accurate for all data sizes. In the VDCNN, it is very effective
to use transfer learning between similar datasets at least. On
the other hand, when the weight and bias after the transition
are fixed, the accuracy is lower than that of scratch and the
inverse effect is reversed in the other case. Moreover, the

accuracy of scratching without reducing the data size and
the accuracy of scratching are almost the same when the
data size is 1/8. In addition, as the data size decreases, the
difference in the accuracy of the scratches and Init increases
[23, 24].

Figure 1: Specific flow chart.

Table 1: Dataset used in Table 1.

Dataset name Number of training data Number of test tables Number of categories

Transition sources AFPBB 46800 5200 4

Transferring destinations Livedoor 2700 300 4

Table 2: Average answer to test data.

Model Original 1/2 1/4 1/8 1/16

Scratch 0.87 0.75 0.73 0.61 0.5

Fixed 0.8 0.76 0.74 0.69 0.65

Init 0.94 0.92 0.89 0.87 0.8

5Wireless Communications and Mobile Computing
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As can be seen in Figure 3, the citation networks in both
the physics and blockchain domains exhibit a clear modular
structure. Specifically, the modularity of the direct citation
network structure for the physics discipline is 0.81, resulting
in 12 communities, while the modularity of the citation net-
work for the blockchain domain is 0.46, resulting in 8 com-
munities. It should be noted that the results of subsequent

document representation learning models as well as neural
network models will be based on the results of citation net-
work community classification. The coloring in the visuali-
zation stage of the domain knowledge network structure
and the labeling in the graph neural network model will
use the results of the citation relationship community delin-
eation of the document nodes as a reference. The results of
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Figure 2: Experimental results of “machine learning” dataset.
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domain text content analysis obtained based on document
representation learning and stream learning algorithms are
shown in Figure 4.

As shown in Figure 4, comparing the two visualizations,
we find that the citation communities in physics show better
aggregation characteristics, while the content analysis results
in the “blockchain” domain are more inconsistent with the
citation network community results, showing a lower aggre-
gation of similar citation communities in terms of content.
After coloring by citation network communities, it is more
obvious that document representation learning can indeed
characterize and measure the knowledge structure of more
mature physical disciplines well. However, for the emerging
“blockchain” domain, the results obtained from document
representation learning and citation network structure com-
munity segmentation methods are relatively different. This
may be due to the fact that the emerging field is at an early
stage of exploration and the trend of integration with other
fields is emerging but no clear topic or subfield has been
formed yet.

6. Conclusions

Text classification of data in the Internet can solve the prob-
lem of information clutter to a greater extent and discover
data containing domain knowledge. This paper proposes a
feature word-based text classification method for web
domain knowledge, using the support vector machine as
the basic classification algorithm. In the future study, we
can consider adding other features (such as word position,
dependent syntax, and semantic roles) to verify the effects

of different features or feature combinations on the classifi-
cation of knowledge text. Experiments show that the perfor-
mance of this method is improved by 3% compared with the
benchmark method.

Data Availability

The dataset used in this paper are available from the corre-
sponding author upon request.
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