Research on Forecasting of Student Grade Based on Adaptive K-Means and Deep Neural Network
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Artificial intelligence (AI) has been widely used in AIEd (AI empowers education industry). In this paper, we conduct mining and prediction of influencing factors of student performance based on education data set. First, we apply data mining and analysis methods to two public educational data sets. Next, we further analyze the results through visual analysis method and try to explain the physical meaning. Then, we screened the feature data through two computing methods based on random forest algorithm. Finally, we predicted the student performance through an improved model based on K-means and Deep Neural Network (DNN). Our results show that the proposed model feature selection Adaptive-K-means-DNN obtains the best mean of squared residuals both in two student learning data sets; the results demonstrating that the feature selection processing and the employment of the adaptive K-means have enhanced the prediction performances significantly. Furthermore, we also find that mother’s education is the direct influence of the students’ final grade, the difference is there is no strong correlation between absences and the students’ final grade, but absences is still an important factor affecting the students’ final grade, and it may affect the students’ final grade through other factors; moreover, the failures also has a strong correlation between the students’ final grade, and it also is a direct influence indicator for the students’ final grade; in summary, the influence of mother’s education on students’ performance is very important. The management of students’ classroom absence will effectively improve students’ final performance. In addition, regular encouragement may be a good way for students to improve their learning performance.

1. Introduction

Because of the appearance of a lot of instructive information, educational data mining (EDM) has arisen in the beyond 20 years. EDM centers around creating and applying information mining techniques to distinguish designs in a lot of instructive information and to more readily get understudies and their learning surroundings. The prediction method is one of the most commonly used methods, which include classification, regression, and potential factor estimation methods. EDM can be used for a variety of tasks, such as building an intelligent tutoring system (ITS) [1], proposing appropriate exercises to students accordingly. Many of these methods are based on knowledge-tracking models and their deformation forms. EDM has also been used in others including robotized, information-driven educational program plan, professional education arranging and educational plan suggestion, getting the effect of understudies’ social way of behaving on their scholastic execution, and numerous different undertakings.

Artificial intelligence (AI) has been widely used in teaching practice and education data mining (AI-enabled education industry, AIEd), like analysis systems and HCIS system [2]. Since the debut of AIEd about 30 years, AI has been recognized as a useful method for facilitating update models of instructional design, technology development, and educational research [3, 4]. Specifically, AIEd offers new opportunities for educational innovation, such as the shift to personalized learning, the challenge of the role of
teachers, and the development of complex education systems [5, 6]. Various AIEd technologies have been used to create intelligent learning environments such as behavior classification, predictive method, and learning recommendations. [2, 7]. AIEd has become a major research focus in computing and education and has the potential to facilitate a shift in knowledge and culture [4]. Specifically, the current academic research on intelligent education is mainly divided into the following three stages:

Phase I: AI guidance, with learners as recipients. AI addresses proficient navigation and guides the learning system; while students, as beneficiaries of AI administrations, follow explicit learning ways. The hypothetical premise of the principal stage is behaviorism, which accentuates the development of painstakingly organized successions of content in the desire for a decent presentation of the student [8]. The first phase argues that learning reinforces the acquisition of knowledge through programmatic instructions that introduce new concepts in a logical, progressive manner, provide learners with immediate feedback on error responses, and maximize reinforcement of the right direction guidelines [9–11]. Learners act as recipients, react to predetermined sequences of knowledge, follow learning procedures and pathways, and perform AI-set learning activities to achieve pre-set goals [12, 13]. In phase I, the AI system inherits the characteristics of the teaching machine [11], making a logical introduction to subject knowledge that requires learners to respond [12]. Phase I is the least learner-centric phase.

Phase II: AI-enabled, learners as collaborators. That is, AI systems relinquish their control only as a supportive tool; learners work with the system as collaborators and focus on their own learning processes. The second phase is based on a cognitively recognizable view of learning, which reflects the notion that learning occurs when learners interact with people, information, and technology in a social setting [14–16]. Accordingly, in phase II, AI systems and learners should establish positive, that means, AI systems collect emerging, personalized information from learners as input to adaptively optimize decision models, while learners act as collaborators and communicate with AI systems for better and more efficient learning [17, 18]. Overall, compared to phase I, phase II has made important initiatives for learner-centered learning through interaction and continuous collaboration between learners and AI systems.

Phase III: artificial intelligence empowerment, learners as leaders. Phase III considers assistive decision-making in the learner’s learning process to be at the heart of AIEd and views AI as a tool to augment human intelligence. Phase III reflects the view of educational complexity theory, which holds that education is a complex adaptive system [19] in which collaboration between multiple entities (e.g., learners, teachers, information, and technology) is critical to enhancing learner learning outcomes. In this complex system, the design and application of AIEd need to realize that AI technology is part of a bigger system made up of humans [20]. In order to achieve collaborative cooperation in complex systems, by considering the conditions, expectations, and backgrounds of teaching participants, AI is approached from the perspective of teaching participants, and human-machine cooperation [21], human-centered AI and AI as a tool to augment human intelligence. Phase III re-

ML systems [20], human-AI collaboration [4], and people-centered AI education are proposed. In phase III, AI assists learners and facilitators in improving learning outcomes by providing high-level, highly accurate, and effective decisions [20, 22]. AI systems equip instructors with understandable, interpretable, and personalized support to facilitate learner-centered learning [3, 23]. Learners act as leaders in their learning, managing the risk of AI automated decision-making and completing more effective learning. Overall, phase III, as a development trend of AIEd, mirrors a definitive objective of AI application in the field of instruction, or at least, to improve human learning capacity and potential [24].

In this paper, our research goal will be based on the third stage of intelligent education, that is, AI empowerment, where learners are leaders. We develop a student achievement prediction system based on deep learning to provide decision-making for teaching managers. As for the prediction of students’ performance, scholars mainly study through historical performance prediction system based on deep learning to provide decision-making for teaching managers. As for the prediction of students’ performance, scholars mainly study through historical performance prediction in previous courses, and rarely fundamentally excavate students’ learning patterns, learning characteristics, and curriculum characteristics. Based on the individual differences of students, as well as the differences and particularity of learning content, depth, progress and students’ knowledge ability, learning style, and cognitive ability, this paper carries out students’ performance prediction and information mining. The main parts of this paper are as follows: the second section focuses on DNN model and adaptive k-means algorithm. The third section excavates the student education data set through strict statistical methods. In the fourth section, we build a random forest model, carry out feature engineering, and construct the final training data set. Then in the fifth section, we trained and predicted the model, and, the conclusion is introduced in the last section.

2. Methodology

2.1. Adaptive K-Means Algorithm. Traditional K-means is not suitable for clustering the input data set directly, because the number of clustering cannot be determined subjectively
without understanding the data set. Therefore, this paper proposes an adaptive K-means, which can automatically set the number of clustering according to the input data set. Its main idea is a distance-based iterative process. The k-means algorithm steps are as follows:

1. \( k \) samples are randomly selected from the data set as the initial cluster centers \( \{\mu_1, \mu_2, \ldots, \mu_k\} \)

2. Calculate the Euclidean distance from the remaining samples to the cluster centers and assign them to the nearest cluster center to form \( k \) clusters, and the measure of distance is shown in equation (1).

\[
D^* = (A, B) = \sqrt{\sum_{k=1}^{n} (A_k - B_k)^2},
\]

where \( n \) represents the dimensionality of space; \( A_k \) and \( B_k \) are the \( k \)-th properties of \( A \) and \( B \), respectively.

3. Update the cluster centers by distance measurement to the mean of all samples belonging to the cluster

![Figure 2: The structure of DNN.](image)

![Figure 3: Distribution of G1, G2, and G3.](image)
Repeat steps (2) and (3) until the algorithm converges.

To automatically select the optimal number of clusters $k$, quantitative indicators are introduced to search for the best clusters for the sample. The key to the adaptive process in this paper is cluster assessment, which is associated with a large number of indicators, while the Davies-Bouldin index uses the quantities and characteristics inherent in the data set and is suitable for K-means cluster assessment. The definitions are as follows:

$$I_{DBI} = \frac{1}{k} \sum_{i=1}^{k} \max_{j \neq i} \left( \frac{C_i^* + C_j^*}{D_{ij}^*} \right),$$

(2)

where $C_i^*$ and $C_j^*$ represent the average distances from the $i$ and $j$ cluster samples to the centers of the corresponding clusters, respectively. $D_{ij}^*$ represents the Euclidean distance from the center of cluster $i$ to cluster $j$. The smaller the $I_{DBI}$, the better the cluster performance, and the best cluster book $k_{best}$ can be obtained.

To avoid generating too many clusters, the proposed algorithm limit the number of clusters with thresholds $k_{max}$.

2.2. DNN Structure. In shallow neural networks, only the number of single-hidden-layer neurons can be changed, while in DNN, the width and depth of the network can be changed. The DNN alleviates the local optimal point problem by pre-training, and the model structure is shown in Figure 2.

In Figure 2, $x_1 - x_n$ is the input data, which is a vector consisting of a sequence of loads, and the input layer uses a linear identity function as the activation function, $c$ is the weight parameter, $b$ is the bias parameter, and $m$ is the number of layers of the implicit layer. The input vectors of each layer of the implied layer are taken from the previous layer and combined with the layer activation function to perform a series of nonlinear transformations, and then the obtained vectors are output to the next layer of neurons until they are passed to the output vector $y$.

If the input vector of the layer above each layer of the implied layer is $a^{(m-1)} = (a_1^{(m-1)}, a_2^{(m-1)}, \ldots, a_n^{(m-1)})$, then the output vector of the $m$-th layer $a^{(m)}$ is:

$$a^{(m)} = f \left( \sum_{n=1}^{a} c_{m-1} a_n^{(m-1)} + b_{m-1} \right),$$

(3)

where $a$ is the number of neurons in the $m$-th layer; $f$ is the activation function. The activation function adopts the sigmoid function, which has the advantage of not being easy to diverge during data transfer, and the amount of computation is small, which can be expressed as:

$$\text{sigmoid}(x) = \frac{1}{1 + e^{-x}}.$$
The output of the network can be expressed as:

\[ y = f^{m+1} \left( \sum_{n=1}^{H_{d}} c_{m+1} f_{m}^{n} + b_{m+1} \right), \]  

where \( H_{d} \) is the number of neurons in the last layer of the implicit layer.

A 3-layer network structure, namely, an implicit layer, is used, on the basis of which the number of neurons in the implicit layer is adjusted to achieve the optimal prediction effect. The training is carried out in 2 steps: (1) build a single layer of neurons layer by layer with the goal of training one single-layer network each time; (2) after each layer of training is completed, tuning using the wake-sleep algorithm (wake stage: recognition process; sleep stage: generation process).

### 3. Date Processing and Mining

This paper uses a public student data set as the analysis object. This data approach student achievement in secondary education of two Portuguese schools. The data attributes include student grades, and demographic, social, and school-related features and it was collected by using school reports and questionnaires [25].

Figure 3 shows the distribution of G1, G2, and G3. The distribution of G1, G2, and G3 is very similar, which indicates that after students maintain their study habits, their study performance will show some continuity unless other factors intervene. G3 means final grade (numeric: from 0 to 20, output target), and in this paper, we do not consider the G1 (first period grade) and G2 (second period grade), because the three indicators are the same type, and the prediction for final grade with G3 should ignore the previous grade.

Figure 4 shows the correlation analysis results between continuous indicators and students’ final grades (G3) and correlation analysis results between continuous indicators in the data set (b), the color of the lines pointing to different indicators represents the correlation, and the thickness of the lines pointing to the correlation size. As can be seen from the figure, the correlation between G3 indicators and failures, Medu indicators is strong, and the correlation with free time and absences indicators is very small. In addition to the strong correlation of each indicator with itself, the Dalc indicator has a strong correlation with the Walc indicator and the Medu indicator has a strong correlation with the Fedu indicator.

Figure 5 shows the correlation size analysis of different indicators, and the area of the circle represents the correlation between a certain indicator and other indicators. From the graph, we can see that the area of health, absences, and famrel indicators is small, which means that the correlation between these indicators and other indicators is weak, and the area of failures and Dalc and Walc indicators is large.
which means that these three indicators have a strong correlation with other indicators.

Figure 6 shows the box plots of the distribution of the 01 indicator, depicting the distribution states of the indicators activities, failup, higher, internet, nursery, paid, romantic, and schoolsup, respectively. Among them, the final grade with no extra educational support (schoolsup) is better than yes, it may be because the extra educational support is special for the students who are not good in any aspect. Higher (wants to take higher education) is very important for student grade, and it is the most obvious factor between yes and no in this data set; this shows that the internal factors of students are the most important in some situations, and the internal influence and motivation will be the important factors affecting students' performance, that means, based on their own motivation and initiative to make progress, it will be very helpful to improve their academic performance.

Figure 7 shows the density distribution of different continuous indicators. failures (number of past class failures) is mainly between 0 and 1. famrel (quality of family relationships) is mainly between 4 and 5, which means that most people have good family relationships. studytime (weekly study time) is mainly between 1 and 2, which means that most students spend no more than five hours a week studying. traveltime (home to school travel time) is mainly around 1, which means that most students spend no more than 30 minutes traveling.

4. Feature Selection

Figure 8 shows the index importance ranking chart calculated by two different ways according to the random forest model. We roughly divide it into five levels according to the importance value (the greater the value, the higher the importance) and distribution trend of different indicators. We mark it with dotted lines and notes in the figure, and failures, goout, Medu, and absences are the most important indicators to the students' final grade; the value of Pstatus and internet is very small; it means that parent’s cohabitation status and Internet access at home are not very important for the student performance.

Figure 9 shows the variation of the error of the random forest model with the increase of the number of trees in the random forest model. It can be seen from the figure that the error of the regression model decreases rapidly at the beginning. When the number of trees is 30, the error of the model gradually stabilizes, and then gradually converges to 15. This shows that our model is effective in the regression of students’ achievement.
Figure 8: Continued.
5. Result and Analysis

The final input of our model will depend on the screening of indicators by the random forest model, and the importance of indicators will be an important reference basis for the selection of indicators in this paper. There are some differences in the importance of indicators in the two different calculation methods, for example, some indicators are
Figure 10: Davies-Bouldin index for different clustering schemes in the Portuguese student learning data set.

Figure 11: Davies-Bouldin index of different clustering schemes in the mathematics student learning data set.

Table 1: The result of Adaptive-K-means in Portuguese student learning data set.

<table>
<thead>
<tr>
<th>Portuguese student learning data set</th>
<th>Mean of squared residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.42 (clustered set 1)</td>
<td>Adaptive-K-means (K=5)</td>
</tr>
<tr>
<td>15.88 (clustered set 2)</td>
<td>Total mean of squared residuals: 15.41</td>
</tr>
<tr>
<td>15.01 (clustered set 3)</td>
<td></td>
</tr>
<tr>
<td>15.18 (clustered set 4)</td>
<td></td>
</tr>
<tr>
<td>15.24 (clustered set 5)</td>
<td></td>
</tr>
<tr>
<td>15.28</td>
<td>Adaptive-K-means (K=1)</td>
</tr>
</tbody>
</table>
ranked higher in importance in the first calculation method, but not very high in importance in the second calculation method, but in general, most indicators show roughly the same distribution in the two different indicator importance scores in both calculation methods. Therefore, we set all indicators within LEVEL3, LEVEL4, and LEVEL5 as the final input indicators of our model (including the different indicators that appear in both calculation methods in index importance ranking with random forest feature selection) in order to ensure the comprehensiveness of our experiments regarding the selection of indicators. In this experiment, a K-means algorithm based on the Davies-Bouldin index was used to cluster the two educational data sets in order to build a performance prediction model for two different educational data sets. In order to further determine the number of selected clusters, we took several clustering results with smaller Davies-Bouldin index as the final input data of the model for training and prediction. Detailed results are listed in Tables 1 and 2, from which we can find that, for mathematics student learning data set, when the number of clusters is three, the result is better.

Table 3 shows the result of Ablation experiment in Portuguese student learning data set; in order to verify the effectiveness of the proposed model in this paper, different benchmark models were selected for comparison, including common DNN model, standard RNN model, and standard RF model. In addition, to verify the effectiveness of the feature selection method, this paper also added the standard DNN model after feature selection to compare the original DNN model, and the standard Adaptive-K-means-DNN model and the Adaptive-K-means-DNN model with feature selection. From the experiment results shown in the table, we can obtain the following findings: (1) The mean of squared residuals for DNN-based model performs better than others (15.61 for DNN, 15.71 for RNN, and 15.82 for RF). (2) The proposed feature selection Adaptive-K-means-DNN method performs best under all the based model. (3) The result of the feature selection DNN (15.58) is better than single DNN (15.61), and the result of the feature selection Adaptive-K-means-DNN (15.41) is also better than Adaptive-K-means-DNN (15.43), indicating that the feature selection processing could be employed as a useful method for Portuguese student grade prediction.

Table 4 shows the result of Ablation experiment in mathematics student learning data set; from the mean of

From Figure 10, we can see that the minimum Davies-Bouldin index for clustering in the Portuguese student learning data set is 1.3365, which indicates that the best clustering number is when the clustering category is 3. The Davies-Bouldin index is 1.3405, which is very close to the minimum Davies-Bouldin index, so we use both clustering results as input to the model for the final comparison experiments.

From Figure 11, we can see that the Davies-Bouldin index with the smallest clustering in the mathematics student learning data set is 1.2985, which indicates that the best clustering number is when the clustering category is 3. Therefore, in this paper, we choose a clustering number of 3 as the data input for the prediction model constructed from the mathematics student learning data set.

Tables 1 and 2 show the result of Adaptive-K-means in Portuguese and mathematics student learning data set, respectively. In this experiment, a K-means algorithm based on the Davies-Bouldin index was used to cluster the two educational data sets in order to build a performance prediction model for two different educational data sets. In order to further determine the number of selected clusters, we took several clustering results with smaller Davies-Bouldin index as the final input data of the model for training and prediction. Detailed results are listed in Tables 1 and 2, from which we can find that, for mathematics student learning data set, when the number of clusters is three, the result is better.

Table 2: The result of Adaptive-K-means in mathematics student learning data set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean of squared residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td>15.61</td>
</tr>
<tr>
<td>Feature selection-DNN</td>
<td>15.58</td>
</tr>
<tr>
<td>Adaptive-K-means-DNN</td>
<td>15.43</td>
</tr>
<tr>
<td>Feature selection-Adaptive-K-means-DNN</td>
<td>15.41</td>
</tr>
<tr>
<td>RNN</td>
<td>15.71</td>
</tr>
<tr>
<td>RF</td>
<td>15.82</td>
</tr>
</tbody>
</table>

Table 3: The result of Ablation experiment in Portuguese student learning data set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean of squared residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td>15.79</td>
</tr>
<tr>
<td>Feature selection-DNN</td>
<td>15.77</td>
</tr>
<tr>
<td>Adaptive-K-means-DNN</td>
<td>15.54</td>
</tr>
<tr>
<td>Feature selection-Adaptive-K-means-DNN</td>
<td>15.2</td>
</tr>
<tr>
<td>RNN</td>
<td>15.45</td>
</tr>
<tr>
<td>RF</td>
<td>15.53</td>
</tr>
</tbody>
</table>

Table 4: The result of Ablation experiment in mathematics student learning data set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean of squared residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td>15.32</td>
</tr>
<tr>
<td>Adaptive-K-means (K=3)</td>
<td>15.1 (clustered set 2)</td>
</tr>
<tr>
<td>Total mean of squared residuals:15.2</td>
<td></td>
</tr>
<tr>
<td>Adaptive-K-means (K=1)</td>
<td>15.12 (clustered set 3)</td>
</tr>
<tr>
<td>15.61</td>
<td></td>
</tr>
</tbody>
</table>

From Figure 10, we can see that the minimum Davies-Bouldin index for clustering in the Portuguese student learning data set is 1.3365, which indicates that the best clustering number is when the clustering category is 3. The Davies-Bouldin index is 1.3405, which is very close to the minimum Davies-Bouldin index, so we use both clustering results as input to the model for the final comparison experiments.

From Figure 11, we can see that the Davies-Bouldin index with the smallest clustering in the mathematics student learning data set is 1.2985, which indicates that the best clustering number is when the clustering category is 3. Therefore, in this paper, we choose a clustering number of 3 as the data input for the prediction model constructed from the mathematics student learning data set.

Tables 1 and 2 show the result of Adaptive-K-means in Portuguese and mathematics student learning data set, respectively. In this experiment, a K-means algorithm based on the Davies-Bouldin index was used to cluster the two educational data sets in order to build a performance prediction model for two different educational data sets. In order to further determine the number of selected clusters, we took several clustering results with smaller Davies-Bouldin index as the final input data of the model for training and prediction. Detailed results are listed in Tables 1 and 2, from which we can find that, for mathematics student learning data set, when the number of clusters is three, the result is better.

Table 3 shows the result of Ablation experiment in Portuguese student learning data set, in order to verify the effectiveness of the proposed model in this paper, different benchmark models were selected for comparison, including common DNN model, standard RNN model, and standard RF model. In addition, to verify the effectiveness of the feature selection method, this paper also added the standard DNN model after feature selection to compare the original DNN model, and the standard Adaptive-K-means-DNN model and the Adaptive-K-means-DNN model with feature selection. From the experiment results shown in the table, we can obtain the following findings: (1) The mean of squared residuals for DNN-based model performs better than others (15.61 for DNN, 15.71 for RNN, and 15.82 for RF). (2) The proposed feature selection Adaptive-K-means-DNN method performs best under all the based model. (3) The result of the feature selection DNN (15.58) is better than single DNN (15.61), and the result of the feature selection Adaptive-K-means-DNN (15.41) is also better than Adaptive-K-means-DNN (15.43), indicating that the feature selection processing could be employed as a useful method for Portuguese student grade prediction.

Table 4 shows the result of Ablation experiment in mathematics student learning data set; from the mean of
squared residuals results for mathematics displayed in Table 4, we get the similar conclusions with Table 3; the proposed model feature selection Adaptive-K-means-DNN obtains the best mean of squared residuals both in mathematics and Portuguese student learning data sets, and the feature selection processing is important and effective; the results demonstrating that the feature selection processing has enhanced the prediction performances significantly. In addition, both in Table 3 and Table 4, among the benchmark methods for mean of squared residuals results, RNN (15.45 of mathematics and 15.71 of Portuguese) performs better than RF (15.53 of mathematics and 15.82 of Portuguese).

6. Conclusion

Two public student learning data sets as mathematics and Portuguese are collected in this paper. We conduct the proposed students’ grade prediction by integrating DNN and K-means algorithm. First, we make a feature selection through two computing methods based on random forest algorithm, and then, we predicted the student performance through an improved model based on K-means and Deep Neural Network. The proposed model Adaptive-K-means-DNN obtains the best mean of squared residuals both in two student learning data sets and outperforms other benchmark methods; the results demonstrating that the feature selection processing and the employment of the adaptive K-means have enhanced the prediction performances significantly.

In this paper, our research is not limited to the traditional prediction of student performance; we have mined different aspects based on a publicly available student data set, and have done our best to visualize our results; we have also tried to explain the physical aspects of our mining findings. Our data mining experiments show that, after students maintain their study habits, their performance will show some continuity unless other factors intervene; failures, goout, Medu, and absences are the most important indicators to the students’ final grade. Among it, mother’s education is the direct influence of the students’ final grade; the difference is there is no strong correlation between absences and the students’ final grade, but absences is still an important factor affecting the students’ final grade, and it may affect the students’ final grade through other factors; moreover, the failures also has a strong correlation between the students’ final grade, and it also is a direct influence indicator for the students’ final grade; in summary, we can find that (1) the influence of mother’s education on students’ performance is very important. (2) The management of students’ classroom absence will effectively improve students’ final performance. (3) Regular encouragement may be a good way for students to improve their learning performance. (4) The internal influence and based on their own motivation and initiative to make progress will be the important factors affecting students’ performance.

In the future, we can continue to mine the student data set through different mining methods. For the continuous distribution of student grades, we can also convert the continuous values of student grades into a 01-distribution data set by manually setting the pass rate, merit rate, and other conditions, and then perform a dichotomous study of student pass rates. On the other hand, we will continue our research by extending it to additional data sets, including some online course student data sets, or some private data sets that we will collect and build in the future, and expect to find more findings.
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