
Retraction
Retracted: Research on Characterization and Shaping of
Chinese Heroic Characters in Online Media Based on Deep Neural
Network Evaluation

Wireless Communications and Mobile Computing

Received 27 June 2023; Accepted 27 June 2023; Published 28 June 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable.We have not investigated whether authors
were aware of or involved in the systematic manipulation of
the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their

agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] Z. Wang and J. Huang, “Research on Characterization and
Shaping of Chinese Heroic Characters in Online Media Based
on Deep Neural Network Evaluation,” Wireless Communica-
tions and Mobile Computing, vol. 2022, Article ID 5485284,
12 pages, 2022.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9798504, 1 page
https://doi.org/10.1155/2023/9798504

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9798504


RE
TR
AC
TE
DResearch Article

Research on Characterization and Shaping of Chinese
Heroic Characters in Online Media Based on Deep Neural
Network Evaluation

Zhao Wang 1,2 and Jing Huang 3

1College of Marxism, Shaanxi Normal University, Xi’an, Shaanxi 710119, China
2School of Marxism, Yan’an University, Yan’an, Shaanxi 716000, China
3School of International Business, Jilin International Studies University, Changchun Jilin 130000, China

Correspondence should be addressed to Zhao Wang; wz34@yau.edu.cn and Jing Huang; huangjing@jisu.edu.cn

Received 30 March 2022; Revised 12 April 2022; Accepted 19 April 2022; Published 6 June 2022

Academic Editor: Mohammad Farukh Hashmi

Copyright © 2022 Zhao Wang and Jing Huang. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Shaping the image of heroic characters is an important task of melodramatic films and TV dramas, whether they are revolutionary
heroes, combat heroes, leader heroes, or civilian heroes, which have always been the key objects of melodramatic films and TV
dramas. However, the traditional melodramatic films and TV dramas are facing many bottlenecks in the acceptance of heroic
characters in the new era. In this paper, in order to obtain a richer character text, we divide the denotation elimination into
two parts; one is the denotation elimination without considering the zero pronoun phenomenon, which is mainly done by the
existing end-to-end neural codenotation algorithm, and the other is the attention-based algorithm model for the zero pronoun
phenomenon. Analyzing this result from the perspective of the algorithmic model, it can be speculated that the lexical vector
has a superior performance in the overall predicted character score, indicating that in the Big Five personality analysis for
characters, the character’s personality is more reflected in lexicality, and the scores on a person’s Big Five personality
dimensions can be indirectly reflected by the frequency of using different lexicalities. The similarities and differences among
heroes are explored to create a popular hero image.

1. Introduction

Since ancient times, people’s understanding of heroes is the
image of those who sacrifice their lives for the country and
have a heroic character. There is no doubt that the creation
of melodramatic films and TV dramas coincides with the
construction of the heroic character image [1]. But in the
changing social values, moral rationality, and viewing needs,
the old plot and story structure of traditional melodramas
can no longer meet the appetite of the audience, the audi-
ence’s taste for life; identity makes the traditional melo-
dramas slowly fade from the screen in the market
saturation and declining innovation. The “new melodramas”
no longer show the public with the image of “fake, big, empty,
tall, and righteous” characters, and the values and moral
values brought about by the changing times have deeply

affected the contemporary view of heroes and also deeply
affected the contemporary understanding of heroic charac-
ters [2, 3]. What is a hero in modern society? How to shape
the heroes that the public likes to see? It is a question that
contemporary media communicators need to think about.

The ego represents rationality; it feels external influ-
ences, satisfies instinctive requirements, and acts according
to the “principle of reality” [4]. The superego represents
the moral code of society, suppresses instinctive impulses,
and operates according to the “principle of the best,” which
is developed from a part of the ego and represents the moral-
ity and conscience of the personality structure. A healthy
personality is the harmonious unity of the ego, the ego and
the superego. Most of the heroic characters in melodramas
are characters with strong superego personalities [5]. Li
Yunlong in “Bright Sword” has the disregard for life and

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 5485284, 12 pages
https://doi.org/10.1155/2022/5485284

https://orcid.org/0000-0001-6083-6270
https://orcid.org/0000-0002-1103-3604
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5485284


RE
TR
AC
TE
D

death of killing the enemy, the liver and guts of narrow-
mindedness, and the bravado of grandeur, although he has
the rustic character of a streamer and even the cunning of
a businessman, but the mainstream character traits invari-
ably account for the main line of multiple personalities [6].
In the name of the people, Li Dakang has the boldness to
handle political affairs, the conscientiousness to work, and
the struggle against bad practices, although he has a “small
mind” in his political career and is extremely meticulous in
his behavior, but the “label” type of purification will obscure
his character [7]. The “flattening” of the character’s person-
ality will obscure the diversity of his character. The “flatten-
ing” of character is not a characteristic needed by the spirit
of the times, and too much of the character’s essence will
lose the soul of the character, which is against the contempo-
rary aesthetic interest and the contemporary character
scale [8].

Marx raised the issue of “Shakespeareanization” in a let-
ter to Raphael Lassalle in 1859, and Engels also envisioned
the future of literature: “the depth of thought and the con-
tent of conscious thought, with the vividness and richness
of the plots of Shakespeare’s plays. A perfect fusion of the
vividness and richness of the plot of Shakespeare’s plays.”
The so-called Shakespeareanization, specifically, is to draw
on Shakespeare’s attitude toward reality and history, to use
the realist method of creation, and to reveal our heroes
organically with a rich and vivid plot and distinctive and
prominent characters the heroic spirit, while romanticism
will draw the characters into a more fleshed out, contradic-
tory, and thus more touching broad future.

Shaping noble and heroic characters is the eternal theme
of melodramas, but how to define and express the sublime is
another topic that melodramas must pay attention to. Long-
inius believes that the sublime has two most essential ele-
ments: “The first and most important is a solemn and
great thought, ...... and the second is a strong and excited
emotion.” Kant, in his Critique of Judgment, argues that
the sublime is emotional. But both also believe that this emo-
tion must be rooted in rational virtue; that is, only strong
emotion based on rational virtue can lead to the sublime
arising. It can be seen that the sublime of heroic characters
is a combination of sensibility and rationality but also based
on reason [9]. The “new melodrama” is to promote the main
theme of the socialist era as the main theme of the film and
television works, to undertake the important task of promot-
ing the core values of socialism [10]. Deng Xiaoping once
said, “Everything that promotes truth, goodness and beauty
is a melodious film.” President Xi emphasized that to do a
good job of ideological work in the new era, we should
“carry forward the main melody and spread positive energy”
[11]. How to effectively convey the core socialist values and
shape the image of heroic characters that audiences recog-
nize and love is the top priority for the creation of melodra-
matic films and dramas in the new era. Both “Bright Sword”
and “In the Name of the People” are created and appreciated
according to the “law of beauty,” which is in line with the
important viewpoint of Marxist aesthetics [12]. At the same
time, this law of beauty is combined with the requirements
of the spirit of our times to form the aesthetic law of the

times, so that the melodramatic film and television dramas
can achieve the proper aesthetic goals and missionary pur-
poses [13].

2. Related Work

Through reviewing a large amount of information, I found
that there are still many studies on the image of public fig-
ures, among which there are more studies on the social
responsibility of public figures, privacy, relationship with
the media, image design, and so on. However, there are
few studies on the communication of public figures’ images
in the political field [14]. In [15], we studied the process of
virtual online communities on the formation of public fig-
ures’ images, in which we used the phenomenon of “spiral
of silence” of audience theory, “opinion leaders,” and “sec-
ondary communication” of virtual community communica-
tion. The phenomenon of “spiral of silence” using audience
theory, “opinion leaders,” and “secondary communication”
through virtual communities is useful for this paper to study
the communication of public figures in the new media envi-
ronment. [16] analyzes the current situation of public figure
image communication from the perspectives of communica-
tor, media, audience, and information, which is very enlight-
ening for this paper to study the relationship between public
figures and information. [17] mentions personal branding
and the great role it plays in practice, which is the same as
this paper uses Peng Liyuan as an example to study the
unique role played by public figures in specific occasions.
[18] examines in detail the construction and communication
of the public image of political public figures in the era of
media politics. [19] specifically explains how influential pub-
lic figures should portray themselves to the public and how
they should operate in the information-rich, universal media
era. In [20], the book explains in detail the role of the media
in shaping people, companies, and events and shows how
the media plays a role in shaping public figures, what com-
munication principles are applied, and what issues public
figures should pay attention to and deal with in the process
of communicating and shaping their images through new
media.

3. Design of Character Analysis Algorithm

In this subsection, the conception and construction of the
whole algorithm model is completed first, and then, the
algorithm is elaborated specifically according to the algo-
rithms involved in each section.

In the task of character analysis of novel texts, the
importance of characters in novels is first analyzed. Charac-
ters in novels can be mainly divided into core key characters
and nonkey characters according to their importance, and
the algorithm model of this thesis mainly takes key charac-
ters as an example for training and prediction of character
analysis algorithms, and the main reasons for choosing to
use key characters rather than nonkey characters are as
follows.

2 Wireless Communications and Mobile Computing
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(a) The number of core key character texts in the novel
is large, and more character data output can be
obtained when making predictions compared to
nonkey characters, which is conducive to analyzing
the five character scores of characters, while the
number of texts of nonkey characters is small and
the character scores are unstable

(b) In the literary creation of novels, nonkey characters
are less portrayed in ink, character representation is
not obvious, and there are fewer literary reviews, so
it is difficult to obtain the character evaluation of
the corresponding characters to verify the accuracy
of the character scores output by the algorithm
model

Third, from the analysis of the Big Five personality the-
ory, the sentence-based Big Five personality scale has 240
self-assessments to obtain the Big Five personality score of
characters and nonkey characters who do not meet the cri-
teria of this scale ¥ to fully obtain their complete five-
dimensional personality scores.

There are three main aspects that can be used as a basis
for determining which key characters are described in a
novel text. For example, in Lu Xun’s “The Hometown,”
although the character of Leuntu is not in the text, the main
character of the whole article is Leuntu, and other characters
are just clues, because for the main character, he or she is
bound to appear many times in many scenes in the article
and has more or less connection with many characters;
finally, we can look up information through references to
explore the writer. Finally, we can explore the creative intent
of the writer through reference search, so as to extract the

key characters precisely. The flow chart of the algorithm
for the automatic acquisition of key characters in novels is
shown in Figure 1.

After obtaining the relevant text of the core characters,
the text is subjected to feature engineering operations,
including document vectorization and lexical vector acquisi-
tion, and the flow chart of the algorithm is shown in
Figure 2.

With the above algorithm flow, the Doc2vec document
vector, Word2vec+CNN document vector, and lexical vector
of the character text can be obtained.

4. Extraction of Text Related to
Main Characters

When a text contains multiple characters, there are often
descriptions of multiple characters by the author, and there
are also descriptions of multiple characters among each
other, etc. Therefore, in the text preprocessing session, it is
necessary to use character-related text extraction techniques
to complete the step of extracting the relevant description
statements of the main characters studied.

In this paper, in order to obtain a richer character text,
the denotational disambiguation is divided into two parts;
one is the denotational disambiguation without consider-
ing the zero pronoun phenomenon, which is mainly done
by using the existing end-to-end neural codenotational
disambiguation algorithm, and the other is an attention-
based algorithmic model mainly for the zero pronoun
phenomenon.

The end-to-end neural denotational disambiguation
algorithm mainly adopts an unsupervised learning approach,

Novel text Key figures

Core text

Disambigua
tion text

Character
text

key

Automatic
extraction

Named object recognition
technology

Reference resolution
algorithm

Splicing

Splicing

Figure 1: Flow chart of key person text automatic extraction algorithm.

Character text

Character
thesaurus

Part of speech
vector

Word vector Document vector

Document vector

Word segmentation
tool

Part of
speech

statistics

Word2vec algorithm

CNN
after

splicing

Figure 2: Flow chart of character text feature engineering algorithm.

3Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

formulating the task as a decision on all possible cases in a
document, where the cases are written as spans, and if a doc-
ument D contains T words, then the number of spans, that is,
the number of possible phrases, is TðT + 1Þ/2. The start (i)
and end (i) are used to denote the number of spans in D,
respectively (i) at the beginning and end of the index, the text
to start (i) to number each span, for the same start (i) of the
span (i), with end (i) to number. At this point, the task
becomes for each span (i) to specify a prior y, and the set of
possible values of y is fe, 1,⋯, i − 1g, that is, a virtual prior
and all previous spans, assuming that the real prior of span
(i) is spanðjÞð1 ≤ j ≤ i − 1Þ, which means that there is a coin-
dexed chain between i and j. The virtual prior means that
there may be two cases; one is that the span is not an entity
mention, and the other is that the span is an entity mention.
The kind is that span is an entity mention but it does not have
coreference with any of the preceding spans.

The goal of the model is to learn a conditional probabil-
ity distribution P that is most likely to yield the correct
equivalence class, as shown in

f y1,⋯yN Djð Þ =
YN
i=1

P yi Djð Þ =
YN
i=1

exp s i, yið Þð Þ
∑y ′∈Y ið Þexp s i, y′

� �� � ,

ð1Þ

where sði, jÞ is pairwise score of the coreference chain
between span (i) and span (j) in D. It is generally determined
by three factors: (1) whether span (i) is a mention, (2)
whether span (j) is a mention, and (3) whether j is a prior
of i, as shown in

s i, jð Þ =
0, j = ε,
sm ið Þ + sm jð Þ + sa i, jð Þ, j ≠ ε:

(
ð2Þ

Here, smðiÞ is the score of span (i) becoming a mention
and saði, jÞ represents the pairwise score of span (j) becom-
ing a prior of span (i).

The overall model diagram of the algorithm is shown in
Figure 3.

Specifically, the first step is to calculate the vector repre-
sentation of each span and use it to score each potential
mention by slicing the encoded information into a set of sen-
tence groups, constructing a deep learning model for each
sentence independently, and inputting the feature matrix
into a deep learning model, such as LSTM and CNN, to
obtain the word vector representation for each of the words
in the text composed of sentences. The word vector repre-
sentation of each word in the text composed of sentences
is obtained. For each span, the vector representation of span
is obtained by combining each word in it, and then, the vec-
tor of span is mapped nonlinearly to obtain the score of each
potential mention, and the mention is pruned by the size of
the score to obtain a certain number of mentions, as shown
in Figure 4.

The second step is to calculate the prior scores for each
pair of span’s vector representations. The final coreference
score of a pair of spans is obtained by summing the men-
tioned score of two spans and their paired prior scores.

For the training process, since the prior is a hidden var-
iable, the optimization objective consists of the marginal
log-likelihood function of all correct prior generated by
the standard equivalence class, as shown in

log
YN
i=1

〠
y∈Y ið Þ∩GOLD ið Þ

P yð Þ, ð3Þ

where GOLD(i) is the set of all spans in the standard equiv-
alence class including span (i), and if span (i) does not
belong to the GOLD cluster or all its GOLD priors are

General electric Electric said the The postal service Service contacted the The company

General Electric Said The Postal Service Contacted The Company

Word
&character
embedding

( x )

Span
representation (g)

Mention score (sm)

Span head (x)

Bidirectional
LSTM (x⁎)

Figure 3: Overall algorithm model diagram.
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cropped out. GOLDðiÞ = feg. This objective function can be
optimized using SGD, Adam, and other methods.

The above is the algorithmic idea of end-to-end neural
coreference elimination used in this paper, and the following
presents the algorithmic idea of the model based on attention
mechanism used to solve the zero-reference phenomenon.
For the modeling of candidate antecedents, a generalized
attention model can be used so that it can automatically
obtain the important components of the phrases. The tra-
ditional zero-reference approach is mainly divided into
two steps: the identification of the disambiguity of zero-
reference and the disambiguation of zero-reference, and
here, the main focus is on the second task, as shown in
Figure 5 in the specific flowchart.

In this paper, the self-attentive mechanism is used to
model the contextual information of zero pronouns, and
two recurrent neural networks are used to model the
above and below of zero pronouns, respectively, and then,
these vectors are used to model the self-attentive mecha-
nism. For a zero pronoun, its corresponding contextual
information is modeled as a sequential word embedding
using RNN, as shown in

Contextprecedding = w1,w2,⋯,wzp−1
À Á

,

Contextfollowing = wzp+1,wzp+2,⋯,wn

À Á
,

hpret = RNNpre wt , h
pre
t−1

À Á
,

hfolt = RNNfol wt , hfolt−1

� �
:

ð4Þ

Then, all the hidden layer information of the two sep-
arate RNNs is retained, as shown in

Hpre = hpre1 , hpre2 ,⋯, hprepre

n o
,

Hfol = hfol1 , hfol2 ,⋯, hfplfol

n o
:

ð5Þ

The self-attention mechanism is then used to compute
a linear representation of the sum, using the sum as input,
and outputting the attention matrix. After having the rep-
resentation of zero pronouns, attention is computed for
each word of a candidate prior using that representation
as shown in

s (The company the
postal service )

The companyThe postal serviceGeneral electric

Span representation
(g)

Mention score

Antecedent score

Coreference
 score (s)

Softmax (p (y
i
 |D))

s (The company, general electric)

s (The company) 𝜀 = O

(s
a
)

(s
m

)

Figure 4: Diagram of the algorithm model for mention scoring.
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st = tanh W attð Þ ⋅ et ; h
npð Þ
t ; v zpð Þ

h i
+ b attð Þ

� �
,

attentiont =
exp stð Þ

∑m
t∗=1exp st∗ð Þ :

ð6Þ

After that, a weighted average is used to obtain the
representation of the candidate prior, as shown in

~vnp = 〠
m

i=1
h npð Þ
i ∗ attentiont: ð7Þ

By modeling the zero pronoun and the candidate
prior, their representations are obtained here and
denoted, respectively. The score of the disambiguation
probability is then calculated by a feedforward neural net-
work as shown in

sj = tanh W sð Þ
i ⋅ sj−1 + b sð Þ

j

� �
,

scorei =W scoð Þ ⋅ s−1 + b scoð Þ:
ð8Þ

Finally, a candidate prior with the highest probability
is selected as the final result of the experiment.

5. Character Analysis Algorithm Prediction

In this subsection, the algorithm prediction is performed
mainly using the personality analysis algorithm model
trained in the previous subsection for a single dimension
and the personality analysis algorithm model for five dimen-
sions. The samples of the test set are selected mainly from
two key characters, Tian Runye and Tian Xiaoxia, which also
have the characteristics of large amount of sample data and
distinctive personality [21, 22].

5.1. Model Prediction for a Single Personality Dimension. In
this subsection, the model prediction of a single personality
dimension will be conducted for each of the five personality
dimensions in the Big Five. Since the overall idea of predict-
ing each of the five personality dimensions is roughly the
same, only differing in the numerical labeling, in this session,
the overall prediction idea and result presentation are
mainly elaborated using extroversion as a representative.

By using the prediction vectors trained by the five
models for the extroversion dimension to predict Tian
Runye with higher extroversion characteristics and Tian
Xiaoxia with lower extroversion characteristics, according
to the analysis of the works, it can be seen that Tian Runye
and Sun Shaoan have similar scores in extroversion, while
Tian Xiaoxia has lower extroversion compared to Shaoan,

ZP

ZP

RNN RNN RNN RNN Tanh

Score

RNNpre RNNpre RNNpre RNNpre RNNpre RNNpre

W1 W2 Wzp–1 Wzp+1 Wn–1 Wn

Wnp1 Wnp2 Wnpm–1 Wnpm

Figure 5: Model diagram of zero pronoun disambiguation algorithm.
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so the extroversion score of Tian Runye is set to 95 and Tian
Xiaoxia’s. The lower the RMSE, the more accurate the exper-
imental results are, and the practicality of the algorithm is
verified [23, 24].

(1) The output results of Doc2vec vectors are as follows

Tian Runye externality prediction score.

The root mean square error was 10.282516.
Tian Xiaoxia’s extraversion prediction score.

The root mean square error is 11.656244.

(2) Word2vec+CNN output results are as follows

Tian Runye extroversion prediction score.

The root mean square error was 10.289423.
Tian Xiaoxia’s predicted scores for extraversion.

The root mean square error is 2.739378.
In the same way, the scores of predicted Tian Runye

and Tian Xiaoxia for the lexical vector model, lexical vec-

tor+Doc2vec model, and lexical vector+Word2vec+CNN
model and the root mean square error are obtained.

Similarly, openness, conscientiousness, agreeableness,
and neuroticism were also predicted by the above ideas
for Tian Runye and Tian Xiaoxia, respectively. Predictions
of personality scores for the above four dimensions were
conducted, and root mean square errors were obtained,
which will be shown and analyzed for implications in
the single personality dimension prediction results in this
section [25, 26].

5.2. Model Prediction of the Big Five Personality Dimensions.
Based on the analysis of the works and the descriptions of
the two main characters in the references, the scores of
Tian Runye’s five personality dimensions of agreeableness,
conscientiousness, extraversion, openness, and emotional-
ity were set to 63, 96, 95, 74, and 64, and Tian Xiaoxia’s
five personality dimensions of agreeableness, conscien-
tiousness, extraversion, openness, and emotionality were
set to 63, 96, 95, 74, and 64, and Tian Xiaoxia’s scores
on the five personality dimensions of agreeableness, con-
scientiousness, extroversion, openness, and emotionality
are set as 73, 66, 83, 94, and 61 to compare the effects
of the prediction vectors and also to evaluate the general-
ization ability and to verify the practicality of the
algorithm.

(1) The output of Doc2vec model is as follows

The personality radar plot of the five personality dimen-
sions of Tian Runye combined with the target score and the
predicted score is shown in Figure 6.

The personality radar plot of Tian Xiaoxia’s five person-
ality dimensions combined with target scores and predicted
scores is shown in Figure 7.

Conscientiousness

OutsideOpen

Agreeableness

Emotional

Target score
Prediction score

Figure 6: Comparison of prediction results of Tian Runye’s five personality dimensions-Doc2vec model.
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Agreeableness

ConscientiousnessEmotional

OutsideOpen

Target score
Prediction score

Figure 7: Comparison of prediction results of Tian Xiaoxia’s five personality dimensions-Doc2vec model.

Agreeableness

ConscientiousnessEmotional

OutsideOpen

Target score
Prediction score

Figure 8: Comparison of prediction results of Tian Runye’s five personality dimensions-Word2vec+CNN model.
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(2) The output of the Word2vec+CNNmodel is as follows

The personality radar plot of Tian Runye’s five major
personality dimensions combined with the target score and
predicted score is shown in Figure 8.

The personality radar plot of Tian Xiaoxia’s five major
personality dimensions combined with target scores and
predicted scores is shown in Figure 9.

(3) The output results of the lexical vector model are as
follows

The personality radar plot of Tian Runye’s five major
personality dimensions combined with the target score and
the predicted score is shown in Figure 10.

5.3. Analysis of the Prediction Results of Single Personality
Dimensions. Through the above experiments, it can be seen
that in dimensions such as Big Five personality extraversion,
Doc2vec and Word2vec+CNN, lexical vector, Doc2vec+lex-
ical vector, and Word2vec+CNN+lexical vector can all train
their respective feature vectors, and all of them can ensure

Agreeableness

ConscientiousnessEmotional

OutsideOpen

Target score
Prediction score

Figure 9: Comparison of prediction results of Tian Xiaoxia’s five personality dimensions-Word2vec+CNN model.

Agreeableness

ConscientiousnessEmotional

OutsideOpen

Target score
Prediction score

Figure 10: Tian Runye’s five personality dimensions prediction results on lexical vector model.
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their experimental errors are small and guarantee the train-
ing data the ability to fit the training data and ensure a
smaller bias.

Meanwhile, in the performance of the validation set
delineated for the training set, it can be seen that the root
mean square error of these models is relatively small, so
for the unknown data on this training set, both models
have good generalization ability and can predict the Big
5 personality scores of the characters on extraversion more
accurately.

However, there is some variability in the performance of
these five models in predicting the unknown data, as shown
in Tables 1–5.

From the above table, it can be seen that when the five
models trained were chosen to predict the five personality
scores such as extraversion for two new characters, namely,

Tian Runye and Tian Xiaoxia, the performance of the five
models for agreeableness, dutifulness, and openness were
not stable.

In terms of extraversion, Doc2vec, Word2vec+CNN and
lexical vector were not good enough for prediction.
Although Word2vec+CNN and lexical vectors have some
prediction accuracy on Tian Xiaoxia’s prediction score, the
total error is higher compared to Doc2vec+lexical vector
and Word2vec+CNN+lexical vector, and the error is higher
in predicting Tian Runye with similar extraversion, which is
not adopted. The error is around 1.4. In the prediction of
Tian Xiaoxia with lower extraversion, the Doc2vec+lexical
vector model outperforms theWord2vec+CNN+lexical vector
model in predicting Tian Xiaoxia’s character with lower extra-
version, and the average score predicted by the Doc2vec+lexi-
cal vector model is 84.7261, while the average score predicted
by the Word2vec+CNN+lexical vector model is 93.7016,
which is better for the character Tian Xiaoxia. Her perfor-
mance in the work has a lower extrapolation; obviously com-
pared with Tian Xiaoxia, the score on extrapolation should be
lower than hers, so the Doc2vec+lexical vector model per-
forms better than the Word2vec+CNN+lexical vector model.

In terms of sentimentality, the Doc2vec+lexical vector
model performs relatively well, with errors all around 6.3,
which is within an acceptable and reasonable range, and
the performance of the Doc2vec+lexical vector model is also
relatively stable compared to other models for predicting
sentimentality scores.

From the analysis of the algorithm structure, it can be
speculated that the Doc2vec part of the Doc2vec+lexical

Table 2: List of root mean square error of each model predicting
due diligence personality dimension scores.

Character analysis
algorithm model

Tian Runye root
mean square error

Tian Xiaoxia root
mean square error

Doc2vec 11.3128 1.7546

Word2vec+CNN 22.3398 6.6987

Part of speech vector 11.0308 2.1239

Doc2vec+part of
speech vector

11.3023 1.8191

Word2vec+CNN+part
of speech vector

6.3001 27.2927

Table 3: List of root mean square errors of each model predicting
extraversion personality dimension scores.

Character analysis
algorithm model

Tian Runye root
mean square error

Tian Xiaoxia root
mean square error

Doc2vec 10.2525 11.6545

Word2vec+CNN 10.2889 2.8312

Part of speech vector 10.0299 3.1059

Doc2vec+part of
speech vector

1.4219 2.8112

Word2vec+CNN+part
of speech vector

1.4179 11.7313

Table 4: List of root mean square error of each model predicting
open personality dimension scores.

Character analysis
algorithm model

Tian Runye root
mean square error

Tian Xiaoxia root
mean square error

Doc2vec 13.2998 0.7233

Word2vec+CNN 1.8289 14.7114

Part of speech vector 13.0291 0.5887

Doc2vec+part of
speech vector

13.2888 0.7008

Word2vec+CNN+part
of speech vector

1.8545 14.7772

Table 5: List of root mean square error of each model’s predicted
emotional personality dimension scores.

Character analysis
algorithm model

Tian Runye root
mean square error

Tian Xiaoxia root
mean square error

Doc2vec 19.3114 19.2889

Word2vec+CNN 28.2779 15.3339

Part of speech vector 19.0239 5.9779

Doc2vec+part of
speech vector

6.3914 6.3119

Word2vec+CNN+part
of speech vector

28.2669 15.2428

Table 1: List of root mean square errors of each model in
predicting the scores of personality dimensions of agreeableness.

Character analysis
algorithm model

Tian Runye root
mean square error

Tian Xiaoxia root
mean square error

Doc2vec 27.2899 14.3677

Word2vec+CNN 35.2691 6.3049

Part of speech vector 27.0193 13.9615

Doc2vec+part of
speech vector

6.7839 14.3009

Word2vec+CNN+part
of speech vector

35.3101 22.2625
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vector model directly uses text as input to obtain a docu-
ment vector that is more generalizable, and no words are
given higher attention, compared to the model trained by
Word2vec+CNN+lexical vector in this training set and
similar character scores on personality scores. The main
reason is that the document vector stitched into the
Word2vec obtained word vector which is more likely to
highlight certain keywords after CNN processing, because
CNN has the effect of highlighting local features, so when
analyzing the unknown character personality, the model is
easily influenced by the previous character training set,
and it is difficult to achieve objective scoring [25–27].

6. Conclusion

In this paper, we analyze the results from the perspective
of algorithmic model for the character of heroic characters
in the media era, and we can speculate that the lexical
vector has a better performance in the overall prediction
of character score, indicating that in the Big Five person-
ality analysis for characters, the character’s personality is
more reflected in lexicality, and the frequency of using
different lexicalities can indirectly reflect a person’s Big
Five personality dimension on the score, and similarly,
after using WOrd2veC+CNN with lexical vectors for splic-
ing, the same effect of highlighting the importance of cer-
tain words can be achieved.
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