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In order to bring new opportunities and challenges to teaching and learning English, this paper proposes a study of the use of a data tree-based decision tree algorithm in English language learning assessment. Teaching and learning through online English learning platforms using data mining technology to analyze student learning data, create relevant models, and explore the relationship between English exams and various elements is important for student learning and teacher teaching. Firstly, this paper introduces the function, process, and common machine learning models of data mining. Finally, by using data created by college English tutors and measurements to create and identify student images, through image users, you can learn about student behavior, learning behaviors, etc., provide a foundation after the design experiment, technology training technology in logistic regression model, wooden model making, and postfusion modeling of two models and analyze the factors affecting students’ passing the exam according to the prediction results. The results show that the decision tree model predicts that the score of each question type occurs 72 times, the score of students' examination occurs 70 times, and the completion of homework occurs 70 times. Trees determined by this approach can have a profound impact on a wide range of indicators of academic excellence and provide a fundamental and useful basis for measuring future improvement.

1. Introduction

With Internet plus, Internet turn the world upside down. Internet plus education is becoming a trend. Online education platform is attracting more and more attention. More schools and students are willing to learn through online English learning platform. In teaching English at colleges and universities, educators teach English students to listen, speak, read, and write through online English platforms, which for students to learn more easily and efficiently [1, 2]. Data mining technology has been widely used in all walks of life and has achieved certain results. Teaching and learning through online English learning uses data mining technology to mine and analyze student curriculum and uses training models to explore relationships, quality of English language proficiency, and many other important factors for student learning and teachers. From the evolutionary process of data mining, the development of data mining has experienced four main processes: data collection, data access, data warehouse technology, and data analysis to realize decision-making knowledge [3, 4].

At present, there are many improved algorithms for decision tree algorithms, which are generally divided into two categories, one is based on the decision tree building process, and the other is based on the decision tree pruning process. In the optimization of decision tree building process, there are some optimizations of attribute selection, some optimization of split attribute calculation method, etc.; among them, there is more research on the selection standard of split attribute; in the optimization method of decision tree pruning process, it mainly focuses on the improvement of pruning algorithm and the application of new pruning strategy to the pruning process (see Figure 1). Secondly, in the improvement of decision tree algorithm, another kind is the research on the application of decision tree, such as the multivalue of decision tree variables, and the size of data set [5]. There are three kinds of methods used in dealing with the size of data set in decision tree: first,
divide the data reasonably in the data preprocessing stage, process the big data into small data, and then, apply the algorithm; second, in the decision tree building stage, the decision tree building nodes are processed in parallel; the third is to improve the decision tree algorithm based on parallel computing algorithm. Among them, the parallelized decision tree algorithm has the most research potential. With the development and application of data mining technology, many university researchers have begun to study how to use data mining technology in English language assessment. English language usages assessment, such as its use in the management of student records, college and university assessments, student achievement. Monitoring and evaluation, in the system and enrollment, have played a positive role in improving the level of instructional management in schools [6, 7].

2. Literature Review

The application field of data mining technology is very broad. It can be widely used in various enterprises and institutions such as banking, finance, retail and wholesale, manufacturing, insurance, public facilities, government, education, remote communication, software development, transportation, and national defense scientific research. It can be said that where there is data accumulation, there is a place for data mining technology. Taranto Vera and others proposed two feature selection anomaly detection methods based on support vector data description (SVDD). One is the minimization description method, which uses the square of the partition radius as a standard function of the measured value of the normal observed boundary size [8]. Wang and others proposed a method to improve the accuracy of decision tree based on weight [9]. Li and others proposed a method to improve the performance of SLIQ algorithm. The algorithm improves the accuracy of decision tree by reducing the diversity of decision tree [10]. Shichkina and others believe that the evaluation index of teaching quality is an important basis for the teaching quality assurance system. For example, the primary indicators include teachers’ teaching methods, teaching contents, teaching literacy, and teaching effects, while the secondary indicators are the concretization of the primary indicators [11]. Liu and others proposed a learning method to improve the information entropy of decision tree. The algorithm improves the calculation of information entropy by studying the uncertainty deviation of entropy [12]. Ramos and others proposed an algorithm to improve the performance of VFDT C very fast decision tree. The algorithm extends VFDT to two directions. One is to use the method of nonuniform interval numerical pruning to deal with numerical attributes; one is to use Bayesian classifier to detect peripheral node samples to reduce the size of decision tree [13]. Cui proposed two parallel methods of decision tree, one based on synchronous tree and the other based on split tree [14]. Virupaksha and Dondeti proposed the implementation of parallel algorithm of decision tree classification algorithm in PVM system and realized this method through PVM [15]. Radhika and Masood proposed a parallel algorithm of decision tree classification algorithm based on MPI. The data parallel strategy is adopted in the algorithm. The data is divided into an equal number of data blocks according to the number of processors. Each processor processes the local data and summarizes the statistics to a certain machine for the calculation of information entropy. However, the data segmentation is divided on each computing node, and the segmentation results are uploaded to a certain node for summary; after processing, the final result is the output [16].

Based on this research, this paper presents research on the use of logging algorithms based on data mining in English language testing. Data mining and analysis, how to, and identify student training programs, English or academic information, and my circumstances related to Test results based on the curriculum, this sentence uses student learning materials in English instruction and assessment for mine through portraits analysis and uses models that affect mine factors affecting the test.

3. Research Methods

3.1. Data Mining Theory

3.1.1. Data Mining Process. Knowledge Discovery in Database (KDD) creates schemas that describe data characteristics and relationships of data-based data analysis. Generally, this discovered knowledge can be used in two basic ways: one is to provide knowledge to guide business activities [17]. For example, through knowledge extraction,
we can get the associations between the goods sold in the supermarket. According to these associations, we can guide the delivery plan, and through the analysis of the sales situation of the goods, we can get the factors affecting the sales, to guide the delivery and reduce the possible backlog. Second, this model can be used for prediction. The (Knowledge Discovery in Database, KDD) process is shown in Figure 2.

3.1.2. Data Mining Process. Data mining consists of different processes in different applications and processes, and different processes are designed according to different goals and needs. In general, the data mining process can be combined into five stages: preparation stage, data preprocessing and analysis stage, model training stage, model validation and evaluation stage, and online use stage. Figure 3 shows the five steps of the data mining process.

3.1.3. Data Mining Environment. The data only refers to the complete process of excavation previously unknown and valid; data can be accessed from large data and use this information to determine or enhance knowledge. The data mining environment can be described according to the process in Figure 4.

3.2. Common Machine Learning Models of Data Mining

3.2.1. Logistic Regression Model

(1) Model Introduction. Linear regression (logistic regression, LR) is the process of multiplying each feature and attribute in a training sample by a parameter and adding it to the output. The general form of the model is shown in

$$h(x) = w_0x_0 + w_1x_1 + w_2x_2 + \cdots + w_mx_m.$$  \hspace{1cm}(1)

Expressed by vector as

$$h(x) = w^T x.$$  \hspace{1cm}(2)

Logistic regression is the taking of a decimal (0.1) to include the sum of a linear regression in a Sigmoid function, as shown in

$$g(x) = \frac{1}{1 + e^{-wx}}.$$  \hspace{1cm}(3)

Of these, $W$ is the output parameter or regression coefficient resulting from the model training output, $X$ is the
input sampling point, and the image of the sigmoid function is shown in Figure 5.

3.3. Model Training. Suppose there are \( n \) training models, and the result of each model follows the Bernoulli division, \( p(y_i = 1|x_i) \) represents the probability of occurrence of positive class, and the probability of occurrence of negative class is \( 1 - p(y_i = 1|x_i) \). For each sample, the posterior probability is as shown in

\[
p(y|x, w) = p(y_i = 1|x_i)^{y_i}(1 - p(y_i = 1|x_i))^{1-y_i}. \tag{4}
\]

Thus, the maximum likelihood function of the sample is the posterior probability product of each sample, as shown in

\[
L(w) = \prod_{i=1}^{m} p(y_i = 1|x_i)^{y_i}(1 - p(y_i = 1|x_i))^{1-y_i}. \tag{5}
\]

The log likelihood function is shown in

\[
l(w) = \sum_{i=1}^{m} p(y_i = 1|x_i)^{y_i} + \log (1 - p(y_i = 1|x_i))^{1-y_i}. \tag{6}
\]

Expand and solve it and derive \( W \), as shown in

\[
\frac{\partial l(w)}{\partial w} = \sum_{i=1}^{m}(y_i - g(z))x_i. \tag{7}
\]

Let the derivative be 0; we can see that \( w \) cannot be solved, so we need to optimize the algorithm to solve \( W \).

3.3.1. Decision Tree Model

(1) Overview of Decision Tree. Decision tree model is a common machine learning algorithm. Its shape is a tree structure, which is a separate binary tree or multitree. Among various algorithms of data mining, decision tree model is the most intuitive in form. In the classification problem, the data set is classified according to specific characteristics, and each path to the leaf node in the decision tree is transformed into if then form. In this way, the decision tree can be simplified to make the model easier to read. It can also be considered as the conditional probability distributed in the feature space and category space. For example, the feature that can best distinguish the category is cut according to a certain condition in the feature space, so as to separate the feature space and cut other features by such inference [18–21]. The purpose of decision tree learning is to divide the sample data set according to some characteristics and finally generate a decision tree with generalization performance and strong generalization performance, that is, the generated decision tree can solve the problem well when dealing with unknown new sample data. Table 1 shows the relationship between the decision tree and the natural tree in terms of representation and classification.

\[
\text{Figure 5: Sigmoid function image.}
\]

3.3.2. Common Algorithms of Decision Tree. Commonly used algorithms in decision tree design include the ID3 algorithm and the C4.5 algorithm. These commonly used algorithms can be used to divide data sets.

(1) ID3 Algorithm. Data entropy is one of the most commonly used parameters to measure the purity of data in a sample data set. The information entropy of a data set \( D \) is given by

\[
H = - \sum_{k=1}^{\lfloor y \rfloor} P_k \log_2 P_k, \tag{8}
\]

where \( H \) represents the information entropy of data set \( D \), \( \lfloor y \rfloor \) represents the number of categories in data set \( D \), \( P \) represents the probability of each category in the data set, and a negative sign indicates that the information entropy is a positive number [22].

The idea of ID3 algorithm is the information gain criterion. The so-called data gain is the change in information before and after the data set is divided into the specified categories. Under the given characteristic conditions, the entropy of \( D \) is given by

\[
H(D, a) = H - \sum_{i=1}^{\lfloor v \rfloor} \frac{|D^i|}{|D|} H(D^i), \tag{9}
\]

where \( a \) represents a feature in the sample. \( H(D, a) \) represents the information gain of feature \( a \). \( V \) represents the number of values of feature \( a \).

(2) C45 Algorithm. According to the shortcomings of ID3 algorithm, it has certain limitations on the splitting of nodes. In order to reduce the adverse impact of ID3 algorithm, its improved algorithm C45 appears. The optimal splitting point of C45 algorithm is selected by calculating the gain ratio. Its calculation attribute splitting formula is shown in
### 3.4. Decision Tree Pruning

In the process of creating the decision tree, for example, when creating the classification tree, in order to divide the samples into the correct categories as much as possible, the node splitting process has been repeated, which may lead to too many branches of the decision tree. Therefore, the established decision tree learning model is prone to overfitting [23]. In order to prevent this phenomenon, it is necessary to prune the decision tree. Therefore, the risk of overfitting the decision tree can be reduced by pruning. There are two main methods of decision tree pruning, namely, “prepruning” and “postpruning.”

### 3.5. Classification Regression Tree Algorithm

Classification regression tree belongs to a kind of decision tree and is a very important decision tree. It can be used to generate either a classification tree or a regression tree. Cart algorithm is a binary recursive segmentation technology. In the recursive process of creating classification tree, the principle of cart algorithm selecting splitting point is to calculate Gini index for the current data set, and select the feature with the smallest Gini index to select the splitting point. The Gini index formula for calculating data set D is as shown in

$$Gini(D) = 1 - \sum_{k=1}^{|Y|} P_k^2,$$  \hspace{1cm} (11)

where $|Y|D$ represents the number of classes in the data set, $P_k$ represents the probability of a category in the data set, and the implicit constraint in the formula is that the sum of the probability of each category is 1. The greater the Gini index, the greater the uncertainty. On the contrary, the smaller the Gini index, the greater the purity. Since cart algorithm creates a binary tree, there are only two values of K.

The process of splitting a data set using the C4.5 algorithm is similar to the ID3 algorithm. Before splitting each of the internal nodes in the decision tree, the data set must be split. The information gain ratio of each feature was calculated according to the formula above separately, and the features with the maximum information gain ratio were selected for division and calculated using the above formula.

$$H(D,a)_{\text{ratio}} = \frac{H(D,a)}{H(D)},$$ \hspace{1cm} (10)

where $H(D,a)$ is the smallest Gini index to select the splitting point. The Gini index for the current data set, and select the feature with the maximum information gain ratio were calculated according to the formula above separately, and the features with the maximum information gain ratio were selected for division and calculated using the above formula.

#### 3.6. Build User Portrait

**3.6.1. Overview of User Portrait**

English teaching is different from other subjects and needs to be really integrated into the situation. Learning English in context can mobilize students’ enthusiasm for learning, let students gain experience in the learning process, enrich knowledge and stimulate students’ interest in learning at the same time. English teaching and evaluation system is a platform for students to listen, speak, read, and write English in the scene. It is a language teaching environment suitable for English classroom teaching, proficiency testing, and independent training at the undergraduate and graduate levels. Through the platform, students can train in listening, speaking, reading, and writing and support a variety of teaching activities, which can be expanded according to different needs of English teaching, so as to improve students’ English language skills. User profile is to describe and depict the user by using some tags based on the user’s basic attributes, past historical behavior, and other data. These tags can objectively, accurately, and visually describe the target user, such as the portrait data of a user on a website. Table 2 is part of the data.

<table>
<thead>
<tr>
<th>Natural tree</th>
<th>The meaning of correspondence in decision tree</th>
<th>Representation meaning in classification problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree root</td>
<td>Root node</td>
<td>Training instance entire data set space</td>
</tr>
<tr>
<td>Tree right</td>
<td>Internal (nonleaf) node and decision node</td>
<td>Attribute (set) of the object to be classified</td>
</tr>
<tr>
<td>Branch</td>
<td>Branch</td>
<td>A possible value of attribute</td>
</tr>
<tr>
<td>Leaf</td>
<td>Leaf node, state node</td>
<td>Data segmentation (classification results)</td>
</tr>
</tbody>
</table>

Calculate the Gini index on feature a in the training data set, and its formula is shown in

$$Gini_{\text{index}(D,a)} = \sum_{y=1}^{|Y|} \frac{|D_y'|}{|D|} \text{Gini}(D_y'),$$ \hspace{1cm} (12)

where $v$ is the number of attribute values, $|D_y'|/|D|$ represents the ratio of the number of samples contained in feature a when the value is $V$ to $ijt$ training data set, and Gini($D_y'$) represents the Gini index of sample data when the value of feature a is $v$.

The decision tree provides a way to show the rules, such as under what conditions and what value to obtain. For example, when applying for a loan, it is necessary to filter the risk of the application. Figure 6 lists examples of decision trees built to solve this problem; here, we can see the decision nodes, branches, and leaves, which are the main components of the decision tree [24].
3.7. User Group Portrait and Analysis. The data of user group portraits mainly comes from the learning data generated by the College English teaching and evaluation system. Students use the system for English practice and English pretest, midtest, and posttest. After answering the questions, they fill in the questionnaire data and the data in the system database to investigate boys, girls, and all students, respectively.

3.7.1. Main Purpose of Learning English. The goal of learning English is shown in Figure 7. These are: (A) likes English, (B) needs to communicate in English, (C) improves complex skills and quality, and (D) is competitive to work and travel abroad. Quantize the data and transform $A-I$ to $[1, 4]$ interval, that is, $a = 4$, and so on, $I = 1$. The analysis of the data revealed that the main goal of learning English is to improve comprehensive skills and quality, and the second reason is to be more competitive than others when working or traveling abroad. It can be seen from the data that students still agree with the importance of English in their future development, but they are not interested in English learning.

3.7.2. English Learning Attitude. According to the learning attitude, as shown in Figure 8. There are four situations: (A) often take the initiative to seek various opportunities to learn and speak English, (B) occasionally take the initiative to seek opportunities to learn and speak English, (C) never take the initiative to learn or speak English even in class, and (D) others. After analyzing the data, more than 70% of the students occasionally take the initiative to seek opportunities to learn and speak English. The proportion of girls taking the initiative to seek to learn English is higher than that of boys. Only 2% of the boys choose others. Some of the students who choose this part only read and do not speak, and some think there is no ideal environment. And less than 1% of girls choose this section. Statistics show that students are not motivated to learn English, and that most of them are actively seeking opportunities from time to time.

3.7.3. The Most Important Skills in English. According to the types of English listening, speaking, reading, and writing, there are three situations: listening, speaking, reading, and translation. As can be seen from the data in Figure 9, more than 80% of boys think listening and speaking are important, while more than 90% of girls think listening and speaking are important; in terms of reading, the proportion of boys is significantly higher than that of girls; few students think translation is important. This reflects some disadvantages in
English learning. The phenomenon of dumb English has always existed. How to improve listening and speaking skills is the key to learning English well.

3.7.4. Time for Learning English outside the Classroom. According to the time of learning English outside the classroom, it can be divided into three situations: (A) more than 3 hours, (B) about 2 hours, and (C) about 1 hour. As can be seen from Figure 10, most students study English for about 1 hour or just use class time to learn English. Few students study English for about 2 hours, and fewer students study English for more than 3 hours.

3.7.5. Reasons for Learning English Well. According to the reasons of student number English, there are three situations: (A) appropriate personal learning methods, (B) good learning environment and teaching conditions, and (C) good personal talent. It can be seen from the data that more than half of the students believe that proper personal learning methods account for the main reason, which is also the key factor to learn English well; more than 30% of students believe that learning environment and teaching conditions are the main factors for learning English well. As can be seen from Figure 11, students agree that personal subjective factors are the key to learning English well.

4. Result Discussion

4.1. Data Set and Feature Processing

4.1.1. Data Extraction. Students use the English teaching and evaluation system for training to predict whether they will pass the exam. The research data comes from the teaching data generated by the system, and the information mainly includes the following three aspects:

1. Student user portrait. Student portrait data is student individual portrait data, mainly including students' basic information, question answering behavior, and other data.
2. English training topic data. English training topic data is the basic information of each topic and the data of students when doing the topic. Specific data mainly include test paper mode, question type, question type category 1, question type category 2, question type duration, unit number, course number, difficulty, and question weight.
(3) Students’ English training environment

The environmental data of students in English training include students’ answer time, equipment information used in answer, Internet access, and IP address.

4.1.2. Data Preprocessing. There are many problems in the data obtained from the data extraction process, such as inconsistent data in the same dimension, incomplete data in a certain dimension, and noise in the data. That is, there are some “dirty data,” and the quality of data is the prerequisite for using the model to predict the results. The purpose of data preprocessing is to remove those features or attributes that have little or no correlation with the target variables. By preprocessing the data, the correlation between each dimension of the data set and the target variables is high. This will provide cleaner and more efficient data for data mining, reduce the amount of data processing by machine learning model algorithms, increase the efficiency of algorithmic data processing, and increase the evaluation of the result and can be improved.

4.2. Experimental Design of Decision Tree Model to Predict Passing Grades. Test environment: Linux server, Python compilation environment, XGBoost open source tool. Test process: write a Python program, call the function of the open source tool XGBoost, design, and adjust the design parameters. Model evaluation in this study, the evaluation model used, the AUC indicator, and its AUC value, is shown in Table 3.

4.2.1. Experimental Design of Integrating Logistic Regression and Decision Tree Model to Predict Passing Grades. Fusion algorithm refers to the combination of multiple model algorithms in a certain way. The fusion algorithm plays an important role in the field of recommendation and advertising. In practical application, because the algorithm faces many application scenarios, the business data of each application scenario is also different. From the perspective of model algorithm theory, under the conditions of different business data, different algorithms are suitable for different application scenarios. There is no one algorithm, and the effect is better than other algorithms in all cases. Therefore, the fusion method can combine the better algorithms in their respective scenes to form a powerful algorithm. Linear weighting, cross fusion, and waterfall fusion are three common model fusion methods. In this experiment, the linear weighted model fusion algorithm is adopted, that is, the decision tree model and logistic regression model are linearly weighted. Different values of α are tested in the study. The specific AUC is shown in Table 4.

From the AUC value, it can be found that the method of model fusion is better than using logistic regression model and decision tree model alone.

4.3. Prediction Results and Analysis

4.3.1. Relationship between Prediction Results and Characteristics. In the experiment, the logistic regression model, the decision tree model, and the fusion method of the two models are used to predict the passing situation of students in the examination. According to the correlation between the prediction results and characteristics, it is as follows:

(1) Prediction results of logistic regression model

The relationship between the weight W of each feature output by the logistic regression model and the feature is shown in Table 5.

(2) Prediction results of decision tree model

The methods to measure the importance of features in the decision tree mainly include (1) the frequency of features, that is, the greater the frequency of features, the more important the features are; (2) when the features are close to the root node, that is, the closer the features are to the root node, the greater the Gini index, and the more important the corresponding features are. According to the prediction results of the decision tree model, the score of each question type occurs 72 times, the score of students’ examination occurs 70 times, and the completion of homework occurs 70 times. The importance of features in the specific classifier model is shown in Table 6.

4.3.2. Result Analysis. Based on the sample data placed in the classifier, the variables are related to estimating the student’s strength too, that is, the main factor affecting the student’s test are scores of all questions, student test scores, completion of homework assignments, number of English language courses, and level of interest in English, grade 4 and grade 6, writing, and identifying everything, as follows.

The scores of each question type, students’ examination scores, homework completion, English training times, English interest, and CET-4 and CET-6 are summarized and analyzed according to various factors, as follows:

(1) Students’ completion of homework and the number of times of participating in English training have a great impact on passing the exam. The experimental middle school students have a high rate of completing homework or participate in English training
### Table 4: AUC value of training results of logistic regression and decision tree fusion.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>0.504213</td>
<td>0.510632</td>
<td>0.521003</td>
<td>0.513276</td>
<td>0.508263</td>
<td>0.507145</td>
</tr>
</tbody>
</table>

### Table 5: Relationship between weight $W$ and characteristics of logistic regression model.

<table>
<thead>
<tr>
<th>Weight $w$</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.404051006287</td>
<td>Score for each question type</td>
</tr>
<tr>
<td>0.100745136301</td>
<td>Student test scores</td>
</tr>
<tr>
<td>0.380654036301</td>
<td>Operation completion</td>
</tr>
<tr>
<td>0.314067383077</td>
<td>English training times</td>
</tr>
<tr>
<td>0.313051006284</td>
<td>Degree of interest in English</td>
</tr>
<tr>
<td>0.303458621255</td>
<td>Score of CET-4 and CET-6</td>
</tr>
</tbody>
</table>

### Table 6: Importance of features in decision tree model.

<table>
<thead>
<tr>
<th>Features</th>
<th>Importance (frequency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score for each question type</td>
<td>72</td>
</tr>
<tr>
<td>Student test scores</td>
<td>70</td>
</tr>
<tr>
<td>Operation completion</td>
<td>70</td>
</tr>
<tr>
<td>English training times</td>
<td>67</td>
</tr>
<tr>
<td>Degree of interest in English</td>
<td>63</td>
</tr>
<tr>
<td>Score of CET-4 and CET-6</td>
<td>62</td>
</tr>
<tr>
<td>Passing of CET-4 and CET-6</td>
<td>60</td>
</tr>
</tbody>
</table>

(3) It is found that the number of male students has a greater positive impact on the results of the survey than that of female students. Through the observation of the data, it is found that the number of male students has a greater positive impact on the results of English than that of female students. The variables “topic difficulty” and “topic weight” in the sample do not vary widely, the difficulty is moderate, and the weight of various types of topics fluctuates little, so the impact on the prediction results is not great. In the practice mode, watching video and listening repeatedly can improve the accuracy of question answers, which is very helpful for practice. However, in the examination mode, video and listening cannot be repeated. Therefore, the influence of these two factors on the examination results comes from the usual practice.

## 5. Conclusion

In this paper, an application research method of decision tree algorithm based on data mining in English teaching evaluation is proposed and verified by experiments. Through the in-depth study of data mining (decision tree), decision tree method and other related theories and technologies, and a comprehensive analysis of the teaching data generated in the system, the main work is as follows: (1) according to the attribute and behavior data of students’ practice or examination in College English teaching and evaluation, this paper constructs students’ personal portrait and group portrait. Based on many reference materials and referring to the concept of Internet plus education and other user profiles in the Internet industry, the paper builds a picture of answering questions based on the existing source data. Through the establishment of group portraits and the analysis of various indicators according to the chart, students’ learning habits can be obtained to a certain extent. (2) According to the experimental prediction results, the weight $W$ value of the model parameters and the importance of the characteristics of each dimension, through the strong correlation between the relevant characteristics and the prediction goal, this paper analyzes the factors affecting students’ passing English test scores, summarizes, and classifies each factor, to provide a basis for improving students’ English language skills and to provide students with the highest level of examinations. This approach helps to develop targeted strategies to improve the quality of training. It is useful to observe the quality of English language teaching in different factors and environments (teaching methods, teaching methods, teacher research skills, etc.) and compare the advantages and disadvantages of different teaching activities, or compare the possibilities for different groups of students. Provide targeted improvement measures and Intuitive and sound rationale. The development of science and technology has.
never stopped nor has the research on knowledge discovery. Although the decision tree algorithm and the parallelization of the algorithm have some effects, there are still some shortcomings. In the practical work application study of decision tree algorithm, although the prediction accuracy is acceptable and has certain guiding significance for the work, the model needs to be further evaluated and improved in the practical work.
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