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In order to effectively detect and monitor athletes and record various motion data of targets, the study suggests a study of target
tracking algorithms to detect the direction of motion video sports movement based on the neural network. A class of feedforward
neural networks with convolutional computation and deep structure is one of the representative algorithms of deep learning.
Firstly, the athlete image is obtained from the video frame; combined with the nonathlete image to construct the training set,
use the bootstrapping algorithm to train the convolutional neural network classifier. In the case of input picture frames,
pyramids of different scales are then constructed by subsampling, and the location of many candidate athletes is detected by a
neural network of disruption. Finally, these centers calculate the center of gravity of the athletes, find the athlete to represent
the candidate, and determine the location of the final athlete through a local search process. The results of the experiment
show that the proposed scheme of 6000 frames in the two game videos is compared with the AdaBoost scheme, and the
detection rate of the proposed scheme is 75.41% to calculate the average detection accuracy and false alarm speed of all
players. The detection rate is higher than the AdaBoost scheme. Therefore, this scheme has a high detection rate and low
false positives.

1. Introduction

Moving target tracking is a core subject in the field of com-
puter vision. Its core idea is to capture moving targets
quickly and accurately by comprehensively using technical
means such as image processing and video analysis [1]. In
recent years, with the continuous improvement of science
and technology, the technology of moving target detection
and tracking has also become mature. It has wide application
prospects in medical research, traffic monitoring, passenger
flow statistics, astronomical observation, visual monitoring,
sports, and other fields. Monitoring dynamic scenes through
cameras has long been widely used in all aspects of social life.
Safety monitoring of public and vital facilities to control
traffic on cities and highways, from the detection of military
targets to intelligent weapons, cameras play a very important
role as an extension of human vision [2, 3]. In sports videos,
however, the athletes’ colors and backgrounds are similar,
and athletes can block each other out. The uniqueness of
sports video poses significant challenges to object detection

and tracking technology. Mobile target tracking technology
plays an important role in the field of sports video analysis.
By tracking athletes in real time, we can analyze athletes’
motion trajectory and judge the standardization of their
actions. For example, in the diving competition, through
the analysis of the athletes’ diving action track, judge
whether the athletes’ take-off, somersault, entering the water,
and other actions are correct and consistent. In weightlifting
training, we can help athletes analyze the essentials of
movement by tracking the movement track of barbell.
Therefore, the purpose of this paper is to devise a plan to
enable objective detection and tracking of heritage devices
and to establish a simulation system to verify the accuracy
of the algorithm. The goal of the motion detection and
tracking system is to gain experience in digital imaging,
modeling, computer vision, and other technologies (see
Figure 1). This system can be widely used in related fields
such as traffic control, astronomical observations, biomedi-
cal research, passenger traffic statistics, and sports [4–6]. In
the analysis of sports video, moving target detection and
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tracking technology has played an important role, which is
convenient to correct the subtle movement differences that
cannot be detected by human eyes in training or competi-
tion, thereby improving the training and competition results
of the athletes. Therefore, together with the research topics
of this paper, the research and application of technology in
video game equipment were researched and discussed, com-
bined with the research topic of this article, which will be of
great theoretical importance and will have a positive impact
on other areas based on mobile target tracking practical
value [7, 8]. Detection and removal of moving objects in
video games: detection and removal of moving objects are
important for tracking of the target later, and the quality of
the deleted image will be directly affected.

2. Literature Review

As a comprehensive application technology that plays an
extremely important role in many fields, the research of
video tracking theory started earlier. The research and
application of multitarget detection, recognition, and track-
ing technology have been paid great attention [9]. Gardini
and others proposed a color-based particle filter tracking
algorithm, which uses the color histogram as the feature to
track the moving target. Color histogram has the advantages
of stable features, antipartial occlusion, simple calculation
method, and small amount of calculation. The disadvantage
is that when the distribution of background color is similar
to that of target color, it is easy to mistake the background
as a moving target. In particular, when the size of the tracked
target is small, it is difficult to judge the exact position of the
target according to the color histogram, and the convolution
neural network depends on the number of sample points.
When there are few samples, the accuracy of the algorithm
will be reduced [10]. Wang and others believe that because
the moving speed of the moving target is fast in sports video
and the moving speed often changes greatly, it is difficult for
the general motion model to accurately predict the approxi-
mate position of the moving target [11]. Kumar and others
proposed a novel tracking algorithm based on target con-

tour, which uses the optical flow method to track the target
contour. However, the optical flow method has complex
calculation, low accuracy, and poor anti-interference and is
vulnerable to noise [12]. Shang and others proposed a
kernel-based mean shift algorithm, which has low computa-
tional complexity and high precision. By continuously calcu-
lating the mean shift vector, the search position can be
updated iteratively until it converges to the optimal match-
ing point. However, due to the limitation of convergence,
the algorithm can achieve good results only if the difference
between the predicted position and the real position of the
target is small [13]. Véstias introduced a more general mov-
ing object detection and event recognition system. Objects
are found by detecting interframe image changes, and a
prediction and nearest neighbor matching technology is
used in tracking [14]. Hidayat and others introduced a visual
monitoring system. It uses multiple cooperative cameras to
continuously track people and vehicles in complex environ-
ments and analyzes target categories and behaviors [15].
Gan and others proposed many algorithms for target track-
ing. According to the types of tracking targets, they can be
divided into two categories: rigid object tracking and non-
rigid object tracking. According to the number of targets, it
can be divided into single target tracking and multitarget
tracking [16]. Li and others estimated the motion of the
object by calculating the motion of the brightness of the
moving object table. In general, the motion of the object
corresponds to the motion of the optical flow. Therefore,
the relative motion of the object relative to the background
can be obtained by calculating the optical flow field on the
surface of the object. However, in practical application, due
to the complexity of optical flow calculation and inaccurate
estimation, it is less used [17].

Based on this research, this paper presents a sports video
guidance research and goal tracking algorithm based on
neural network connectivity. The bootstrapping algorithm
is used to train the convolutional neural network classifier.
For the input detection image frame, multiple candidate ath-
lete positions are detected by convolutional neural network,
and then, the candidate athlete positions are fused to deter-
mine the final athlete position. Experiments are carried out
on some football game videos. Compared with the AdaBoost
algorithm, the planning strategy achieves the best perfor-
mance of the detection rate and alarm, and the search is
faster.

3. Research Methods

3.1. Convolutional Neural Network Architecture. The convo-
lution neural network is composed of six different types of
convolution layers, as shown in Figure 2. The input layer
receives the gray image of 21 × 43, and the C1 layer convo-
lutes the input image using a 5 × 5 acceptance domain. This
layer consists of 4 feature maps that share the receiving area
and the deviation. Layer S1 performs subsampling and local
averaging operations on the map, creating four feature maps
[18]. Subsampling reduces both input dimensions and
improves image translation, scale, and deformation stability.
In addition, the map output of hybrid functions combines
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Figure 1: Sports video motion direction detection and tracking
system based on convolutional neural network.
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different functions, which helps to extract more complex
information. Layer C2 is not fully connected to layer S1,
and the output map of layer S1 is converted to a 3 × 3 receiv-
ing area to create 14 feature maps. Layer S2 has the same
function as layer S1 and consists of 14 feature maps. The role
of layers N1 and N2 is to sort after the front section has been
disassembled and the input size reduced. The output of a
neuron in the N2 layer determines whether the input image
is an athlete or not an athlete; -1 is not an athlete, and +1 is
an athlete. In addition, for the training of network, this
paper adopts the classical back-propagation algorithm with
improved momentum method.

3.2. Proposed Athlete Detection Scheme

3.2.1. Training of Convolutional Neural Networks. For the
training of the network, the bootstrapping strategy is
adopted. It is a self-expanding method that initializes a
learner with seed information and seed templates and
expands new knowledge and improves learning performance
by automatically learning the training set. Apply a neural
network on a sample set containing nonathlete images and
iteratively enhance the negative training sample set based
on the resulting false positives. The algorithm steps are
shown in Table 1.

Bootstrapping algorithm mainly has the following steps.
(1) Establish a test data set composed of athlete images
(positive samples) and nonathlete images (negative sam-
ples). The test set remains unchanged in the bootstrapping
iteration. On the contrary, the training set needs to be
updated continuously. (2) For the neurons in N1 and N2
layers, a back-propagation algorithm with increasing
momentum term is used to train the network. In the itera-
tion, ThrFa gradually decreases to 0, which can avoid the
redundancy of some training sets. (3) Select the samples
whose false alarm result of network classification is greater
than ThrFa, generate a new model, and add it to the negative
sample training set so that the network will focus on the
decision boundary of current athlete classification in the
next iteration. After 6 iterations, the learning process stops
when the number of false positives remains approximately
constant.

3.2.2. Detection of Athletes. This paper is based on the
trained convolution neural network to detect athletes. The
specific process is mainly divided into the following five
steps.

Step 1. In order to detect athletes with multiscale size, repeat
the secondary sampling operation with a factor of 1.2 on the
input image to generate a pyramid composed of images with
different sizes and scales.

Step 2. For each image of the pyramid, complete convolution
is carried out through the convolution neural network to
obtain an image containing the output results of the net-
work. The positive pixels in the output image are the
detected candidate athlete positions.

Step 3. This paper observes that real athlete images usually
give a continuous scale value of positive response, while
nonathlete images will not occur. In order to eliminate
false positives to real athletes, this paper determines the
distribution based on the volume of the positive solution
(the positive value of the positive solution) in the local
pyramid. If its volume is more than that of the original
ThrVol, the athlete is classified as an athlete; otherwise,
he is a nonathlete [19, 20].

3.3. Overview of Object Detection Methods

3.3.1. Image Preprocessing Method. For the collected original
pictures, due to noise, light, and other reasons, which often
cannot be directly used for tracking and detection, so first
we need to carry out the relevant preprocessing work of
the original image. Preprocessing includes image processing,
file encoding and transmission, edge sharpening, and more.
Preprocessing not only effectively removes images and
improves image quality and sharpness but also ensures good
processing for target processing, such as targeted detection,
extraction, and timely monitoring of target time. It is more
suitable for computer analysis, image comprehension, and
recognition. In sports video target detection and monitoring
system, many conventional algorithms related to image
processing are usually used. Generally speaking, these auxil-
iary technologies are often used before the core processing
technology, and their purpose is to improve the performance
of the system. The image preprocessing technology used in
this paper mainly includes image enhancement, ordinary
filtering, and morphological filtering.

(1) Gray Processing. Color images are generally divided into
three types: black and white, grayscale, and color. In general
engineering applications, it is often necessary to convert
color images into grayscale shapes to solve problems. Digital
video recordings captured by digital cameras are all color
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Figure 2: Basic structure of convolutional neural network.
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images; in order to facilitate fast processing, it is necessary to
replace the printed images’ color in gray. The process of
converting color images to a gray image is called grayscale
processing. The description of the grayscale image, like the
color image, also shows the total and local distribution and
the characteristics of chromaticity and brightness of the
whole image. Typically, each pixel of the color image is rep-
resented by 3 bytes, each byte corresponds to the brightness
of the RGB component, and each pixel of the converted
image is represented by one byte. The higher the brightness,
the brighter; the lower the value, the darker the light. The
relationship between conversions usually uses the following
model:

gray i, jð Þ = 0:11r i, jð Þ + 0:48g i, yð Þ + 0:2b i, jð Þ: ð1Þ

Gray conversion can also take the maximum, minimum,
or arithmetic average of the three components, respectively.
Gray processing first reads the image and copies it to the
memory and then makes each color component equal and
equal to grayði, jÞ, which completes the process of convert-
ing the original color image into gray image.

(2) Image Enhancement. The purpose of image enhancement
is to enhance the information that users are interested in the
image, such as edge and contour, expand the difference
between different object features in the image, and provide
a good foundation for the extraction of image information
and the application of other analysis technologies. The gen-
eral formula for the conversion of grays is shown in

s = T rð Þ: ð2Þ

In the formula, r and s represent the pixel values before
and after processing, respectively, and T is a transformation
that maps from the original definition domain ½r0, rk� to the
new definition domain ½s0, sk�.

Different definitions of T can get different transforma-
tion results. The commonly used grayscale transformations
include linear inversion transformation, logarithmic trans-
formation, contrast stretching, and histogram equalization.
The function formula of contrast stretching is (3), where e
is the parameter given by the control slope and M is the

mean value of pixel gray. The output of the narrow frame
is a high-contrast image.

s = T rð Þ = 1
1 + m/rð ÞΕ

: ð3Þ

Histogram averaging changes the input gray level
according to formula ðx · xÞ to obtain the output gray level
s, as shown in

s = T rð Þ =
ð
0
pr wð Þdw: ð4Þ

In the formula, prðwÞ is a function of the probability
density of the gray level in a given figure and w is the
dummy variable of the integral [21]. Then, as shown in
Equation (5), the probability density function of the output
gray level is uniform:

ps sð Þ =
1, 0 ≤ s ≤ 1,

0:

(
ð5Þ

After histogram equalization, the gray level of the image
is more balanced, and the final result is an image with
extended dynamic fan Tian, which has high contrast.

3.3.2. Commonly Used Moving Target Detection Methods.
Detecting moving objects in the sequence of images is a
difficult and very important field of study. In general, object
detection in sports video mainly identifies and analyzes
moving objects in the video stream and filters out moving
objects in the image from the scene. Commonly used
detection methods are the range difference method, the
background removal method, the statistical method, and
the optical flow method.

(1) Frame Difference Method. The range difference method is
an algorithm that uses sequential frame image differences in
a video sequence for target detection and resolution. This is
a very common method. Threshold processing plays a key
role in the application of frame difference method, because
if the threshold is too low, it will suppress the effective
changes in the image. The selection of threshold usually
depends on the specific external environmental conditions

Table 1: Training network based on bootstrapping algorithm.

1. Randomly selected 50 positive and 50 negative samples from the initial training to develop the test procedure. It will be used to select the
recommended weight in grades 3 and 8

2. Set momentum parameter BIter = 0 and false alarm threshold ThrFa = 0:7
3. Iterate the training network 50 times, and use the same number of positive and negative samples in each iteration. Set BIter = BIter + 1
4. From 100 video frames, collect samples whose detection false-positive results exceed ThrFa, and collect up to 3000 new samples

5. Add the newly collected samples to the negative sample training set

6. If ThrFa ≥ 0:2, set ThrFa = ThrFa − 0:2
7. If BIter < 6, go to step 3

8. Iterate 50 times and exit
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such as scene and camera. The selection of threshold can
choose either global threshold or local threshold, because
the noise caused by the image under different illumination
is not necessarily the same, so the use of local threshold
can better suppress the noise.

The algorithm of frame difference method is simple and
does not consider the update of background, and its short-
comings are also very obvious. The number of frames taken
by the algorithm is high, and the moving speed of the target
is also required. If the target moves too fast and the selection
time interval is long, there will be no coverage area between
frames, resulting in the inability to segment the moving tar-
get. On the contrary, Figure 3 is a schematic diagram of the
frame difference method.

(2) Cut the Background. The background removal method is
also a common algorithm for detecting moving targets. Its
principle is to exclude algorithms that use current images
and background images to achieve moving targets (see
Figure 4), used to remove the current frame and background
pattern. If the background pattern is chosen correctly, mov-
ing objects can be segmented more accurately. The back-
ground subtraction method is generally based on a fixed
camera. In principle, if the background is still, the pixels of
the video image with moving targets other than the moving
targets should be unchanged, and only the moving target
area changes. How to get this invariant region to meet the
dynamic changes of the scene is a difficulty in the back-
ground subtraction method. Considering that background
subtraction is a changing process, it is necessary to update

the background model at any time according to different sit-
uations, that is, to increase the adaptability of the algorithm
itself. Background subtraction is the process of subtracting
each frame in the image sequence with a fixed background
model. Its mathematical expression is shown in

R i, jð Þ = F i, jð Þ −G i, jð Þ, ð6Þ

where Rði, jÞ is the moving target to be detected; Fði, jÞ is a
video sequence image; Gði, jÞ is the background model
image.

(3) Optical Flow Method. The optical flow method analyzes
the motion field of each point in the sequence image to find
out the motion of the corresponding point on the image
plane caused by spatial motion. Optical flow method usually
assumes that the interval between adjacent times is very
narrow, which is generally considered to be within tens of
milliseconds, so the difference between images at adjacent
times is also very small. The optical flow method does not
need to process the image and extract its eigenvalues first,
but directly process the image itself.

3.4. Multitarget Tracking Algorithm Based on Camera
Motion Estimation

3.4.1. Global Motion Estimation. Global motion is usually
caused by the movement of the camera. If the camera moves
during shooting and the objects in the frame have their own
motion, then the background and foreground have their
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Figure 3: Schematic diagram of the frame difference method.
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own motion. In the video sequence, the sound of the back-
ground is caused by the sound of the camera that is called
global motion. The goal of global forecasting is to find the
right camera sound system that allows the world to move
through the video on a regular basis. In video segmentation
of moving objects, you can first calculate global motion, then
compensate for camera movement between calculated
frames to align the background between frames, and then
separate the front object and background according to the
motion zone information. When generating panorama, the
correlation of corresponding pixels between frames is
obtained by global motion estimation. Then, the panorama
can be obtained by stitching the adjacent frames according
to the motion parameters. Encoding is the use of panoramas
to predict and compensate, which greatly improves the com-
pression ratio. Therefore, the analysis of the law of motion of
the camera, which leads to a change in the image, or the
analysis of the motion of the front object, is the basis for
the analysis of the motion of the world. Methods for estimat-
ing global motion parameters are generally divided into
differential methods and point-to-point methods. In this
paper, the six-parameter affine model is used to model the
camera motion causing the scene change between frames,
and the differential method is used to solve the global
motion parameters. Since the above conditions can be met
between adjacent frames during video capture, such a model
can reasonably depict the movement of the camera between
adjacent frames.

The motion of the earth on the background due to the
motion of the chamber can be expressed by a model of affine
motion with 6 parameters, as shown in

xi = axi ′ + byi ′ + e,

yi = cxi ′ + dyi ′ + f :

(
ð7Þ

Among them, p = ðxi, yiÞ is the coordinate of the current
frame Ik, p″ = ðxi ′, yi ′Þ is the adjacent frame, the coordinates
of the point corresponding to P in Ik.

3.4.2. Camera Model and Camera Calibration. The camera
design simplifies and approximates the geometry of the
optical image. Camera design is usually defined by a number
of parameters called camera parameters, and the process of
resolving camera parameters is called camera adjustment.
The perforated model is the most suitable model for the
camera. It defines the descriptive process as the central
process of perspective planning. The intersection of the line
connecting the point on the scene with the optical center
and the plane of the image is the point of projection of the
point on the image. Perspective is characterized by “near is
big, far is small.” Also, the points on the line do not change
the ratio of the intersections during the projection. Figure 5
shows the projection process of a camera simulated by com-
puter graphics. We call the joint location as the camera joint,
and the joint design with the camera as the center location
and as the direction of the camera is called the control
camera. The image control system is an integrated system
created by two-dimensional images, which generally acts as

a camera control system. Figure 6 is a schematic diagram
of the model of the pinhole camera.

3.4.3. Sports Vision’s Many Target Trajectory Tracking
Algorithm. Multitarget monitoring is the focus of current
computer visual research, especially human tracking, which
is the current research hotspot. Current multitarget control
algorithms are roughly divided into two types: model-
based multitarget control systems, a multitarget monitoring
system based on the integration of information from multi-
ple sources. The model-based multitarget control algorithm
mainly uses multitarget motion models to create a multitar-
get motion model using the relationships between tracks and
then uses the corresponding tracking algorithm to search for
the state position space to obtain the target position. It is
mainly used to track people. A multisource target tracking
algorithm is usually used to melt information obtained from
multiple sensors and then uses a neural network or latent
Markov model to integrate the information. This type of
algorithm is mainly used in radar signal processing and
other fields.

This article uses rotating neural networks and camera
motion algorithms to analyze football and hockey videos,
track athletes’ treadmills, obtain athletes’ movement calcula-
tions and movement speeds, and assist coaches in tactical
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Figure 6: Pinhole camera model.
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Figure 5: The process of projecting a point in the world coordinate
system to an image.
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analysis. Traditional multitarget tracking algorithms are
usually based on a static background, and this type of algo-
rithm cannot be useful because it is not possible to obtain
real-time target movement information because it is only
possible to obtain the target speed and trajectory compared
to the camera information for coaches. The flow of algo-
rithms in this article is shown below.

(1) Use the camera calibration algorithm to obtain the
mapping relationship between the site model and
the first video image, as shown in

x′ = a11x + a12y + a13
a31x + a32y + a33

,

y′ = a21x + a22y + a23
a31x + a32y + a33

,

8>><
>>: ð8Þ

where point ðx′, y′Þ is the coordinate on the site
model and point ðx, yÞ is the coordinate on the first
video image

(2) Using convolution neural network and mean shift
hybrid tracking algorithm, the coordinate point
ðxk″, yk″Þ of the player on the current video frame
is obtained

(3) ðxi, yiÞT is the position of a pixel point in the current

frame image and ðxi ′, yi ′Þ
T
is the position of the

point in the previous frame image. The relationship
between the two is shown in

xi ′

yi ′

 !
= A

xi

yi

 !
+ T , ð9Þ

where

A =
a2 a3

a4 a5

 !
ð10Þ

represents scaling, rotation, and stretching motion;
T = ða0, a1ÞT represents translational motion. The
camera motion parameter

ak0 ak2 ak3

ak1 ak4 ak5

 !
ð11Þ

is obtained by using the global motion estimation
algorithm

(4) Solve that the coordinate point ðxk″, yk″Þ of the
tracked target on the current frame corresponds to
the coordinate point ð~xk, ~ykÞ under the image coordi-
nate system of the first frame, as shown in

xnk , y
n
kð ÞT =

Yk
j−1

aj0 aj2 aj3

aj1 aj4 aj5

 ! 1

~xk

~yk

2
664

3
775, ð12Þ

where

A =
Yk
j−1

aj0 aj2 aj3

aj1 aj4 aj5

 !
=

a0 a2 a3

a1 a4 a5

 !
,

aj0 aj2 aj3

aj1 aj4 aj5

 !

ð13Þ
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Figure 7: Algorithm flowchart.
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is the global motion estimation parameter from
frame J − 1 to frame J of the video. The flowchart
of this algorithm is shown in Figure 7. Table 2 is
the technical data obtained during the testing of this
document, and Figure 8 is a schematic diagram of
the table tennis track control

4. Discussion of Results

The proposed method is compared with the detection
method based on AdaBoost algorithm. The video set used
for training and testing is recorded by a fixed position
mobile camera. In the video frame, the player position of a
specific party is manually marked and represented by a rect-

angular box. Then, these athlete images are extracted with a
size of 12 × 24 pixels [22].

4.1. Detection of Specific Athletes. In the first experiment, the
specific players in the game video were detected. Extract
video samples from two matches of FIFA World Cup.
Among them, each team wears different colors of team

Table 3: Comparison of the average detection rate and false alarm rate of the two schemes for each team’s player detection.

Paper scheme AdaBoost scheme
Team Detection rate (%) False-positive rate (%) Detection rate (%) False-positive rate (%)

England 76.81 1.10 63.61 7.68

Portugal 83.14 1.04 88.55 1.15

France 87.77 0.41 83.27 1.14

Italy 73.36 1.83 72.40 1.47

Average value 80.07 1.08 74.30 1.60

Table 4: Comparison of the average detection rate and false alarm
rate of the two schemes for all player detection.

Detection rate (%) False-positive rate (%)

Paper scheme 75.41% 1.62%

AdaBoost scheme 70.02% 1.34%
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Y
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Figure 8: Schematic diagram of table tennis motion tracking trajectory.

Table 2: Technical parameters.

Test video
Resolving
power

Number of
frames

Number of color blocks of
color histogram

Number of samples of
convolutional neural network

Mean shift
average iteration

Calculation
time (MS)

Table tennis 251 × 177 74 3 ∗ 3 ∗ 3 100 5 2431

Horizontal bar 450 × 270 76 7 ∗ 7 ∗ 3 100 3 4063

6142 football 241 × 177 70 7 ∗ 7 ∗ 7 300 4 6142

Weightlifting 610 × 465 67 7 ∗ 7 ∗ 7 300 3 11820
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uniforms, so as to form a different contrast compared with
the background. For each team, 250 samples containing neg-
ative samples were extracted to form a training set, and four
independent detectors corresponding to four teams were
trained and tested on each team. Compare this scheme with
AdaBoost scheme on 6000 frames of the above two game
videos, and calculate the average accuracy and false-
positive rate of player detection of each team. The results
are shown in Table 3. Among them, the accuracy rate is
the proportion of the number of athletes detected as the
team in one frame to the number of all athletes of the
team. The false-positive rate is the proportion of the num-
ber of athletes in the team to the number of nonathletes in
the team.

4.2. Testing of All Athletes. In the second experiment, all
players on the game video were detected. In this paper, 450
samples are extracted from the above two games as training
sets to train the detectors corresponding to the two games.
Compare this scheme with AdaBoost scheme on 6000
frames of the above two game videos (see Table 4), and
calculate the average accuracy and false-positive rate of all
players. The detection rate of this scheme is 75.41%, which
is much higher than that of AdaBoost scheme. The results
are shown in Figure 9.

5. Conclusion

The complexity of sports itself brings many difficulties to the
actual detection and tracking of moving objects. In order to
detect and track athletes effectively, this paper improves the
commonly used single tracking algorithm and further
improves the effect of sports target detection and tracking.
To identify the benefits of an algorithm, this paper uses
Matlab to simulate and provide examples of discovery and
tracking effects. The main research results are as follows.
Detection and removal of moving objects in video games:

detection and removal of moving objects are important for
tracking of the target later, and the quality of the deleted
image will be directly affected, effect after tracking. In view
of the difficult problem in video game, this paper compares
the advantages and disadvantages of different processes,
background deletion process and streamer process, and also
compares medium, medium, morphological filtering, and
other filtration algorithms. Video games move the extraction
target based on convolutional neural network with experi-
mental quality.

In this paper, some main problems related to sports
video moving target tracking technology are studied, and
the corresponding research results are obtained. However,
the relevant video processing technology still needs further
research in the following aspects. At present, video-based
target tracking algorithms can only deal with the visual
information from a single angle and cannot obtain the
omnidirectional information of the whole tracked target as
a whole. Therefore, this kind of algorithms are often difficult
to achieve good results when dealing with blocking, heavy
prosperity, and other phenomena. If the visual information
from multiple angles can be fused, the stereo feature model
of the tracked target can be established, and the correlation
between cameras can be used to track the motion of the tar-
get; the robustness and stability of the algorithm will be
greatly improved. Therefore, the future multitarget tracking
algorithm will develop in the direction of multisource infor-
mation fusion.
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