Research Article

LSTM-Based RNN Framework to Remove Motion Artifacts in Dynamic Multicontrast MR Images with Registration Model
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Today, many people under the age of 10 are being examined for brain-related issues, including tumours, without displaying any symptoms. It is not unusual for children to develop brain-related concerns such as tumours and central nervous system disorders, which may affect 15% of the population. Medical experts believe that the irregular eating habits (junk food) and the consumption of pesticide-tainted fruits and vegetables are to blame. The human body is naturally resistant to harmful gears, but only up to a point. If it exceeds the limit, a cell manipulation process is automatically initiated that can remove dangerous inactive tissues from the cell membrane and later grows into tumour blockage in the human body. Thus, the adoption of an advanced computer-based diagnostic system is highly recommended in order to generate visually enhanced images for anomaly identification and infectious tissue segmentation. In most cases, an MR image is chosen since it is easier to distinguish between affected and unaffected tissue. Conventional convolution neural network (CCNN) mapping and feature extraction are difficult because of the vast volume of data. In addition, it takes a lengthy time for the MRI scanning process to obtain diverse positions for anomaly identification. Aside from the discomfort, the patient may experience motion abnormalities. Recurrent neural network (RNN) classifies tumour regions into several isolated portions much faster and more accurately, so that it can be prevented. To remove motion artefacts from dynamic multicontrast MR images, a novel long short-term memory- (LSTM-) based RNN framework is introduced in this research. With this method, the MR image’s visual quality is improved over CCNN while simultaneously mapping a larger volume and extracting more quiet characteristics than CCNN can. DC-CNN, SMSR-CNN, FMSI-CNN, and DRCA-CNN results are compared. For both low and high signal-to-noise ratios, the suggested LSTM-based RNN framework has gained reasonable feature intelligibility (SNRs). In comparison to previous approaches, it requires less computing and has higher accuracy when it comes to detecting infected portions.

1. Introduction

The simultaneous investigation of magnetic resonance (MR) images and the identification of anomalies existing in the sensitive region of the human brain rely heavily on MR image sequences from 1.5T Siemens’s type scanners [1]. It is a common practise to combine many imaging techniques, such as CT, PET, and MRI, while attempting to determine an infected person’s location during an infection. The information in the merged image is more detailed, but it is also a
lot more haphazard. There is no doubt that it provides anatomical structure information for the damaged part and also provides information on hydration, glucose, and brain metabolism. In spite of the fact that several photos are available, it is difficult to examine the disease's depth and infectiousness. There are many reasons why an MRI image may have a high level of noise, such as a defective equipment or a problem while collecting data from the acquisition procedure. The stochastic nature of electromagnetic waves causes artefacts in images that are commonly referred to as photon noise. Electromagnetic waves include X-rays, visible light, and gamma rays. Optical aberrations, noise level, and optical setup are only a few of the variables that complicate improving the convolution model when dealing with images. The impulse response of the system is what drives the point spread function (PSF) used in the image modelling process. Denoising and superresolution technologies are used to remove the noise content from the photos, resulting in high-quality photographs. Using nonblind iterative algorithmic approaches like Richardson-Lucy (RL) and the alternating direction method of multipliers (ADMM), we compare how well they handle images using the PSF. After averaging as many individual point sources as possible, the feature extraction is conducted by performing a number of iterations in order to discover an accurate pixel element that retains a high-resolution image. With the help of the RL and ADMM superresolution methods, we are able to eliminate all noise from the PSF and achieve high-resolution images with crisp image edges. Nonlinear mapping data between the received image and the original image must be correctly identified. The depth of noise filtering operation has been acquired using the multilayer CNN implementation. Predicting the number of filtering layers present in the restoration image is done using a node matrix (artificial insertion matrix). The nonlinear mapping link between observed data and ground reality is understood using a deep learning strategy that incorporates fuzzy C-mean (FCM), convolutional neural networks (CNN), and recurrent neural networks (RNN). In the context of optimization, it falls under the category of not reaching the desired search goal of precise analysis of viral propagation and accurate target location detection through a single step. A heuristic algorithm-assisted two-stage optimization approach can be developed to assess the abnormalities in the brain detected by various MRI scanning modalities. Multiple structural layers have been used to improve the visual quality of the image and eliminate motion artefacts in multicontrast MR images containing various tumour complaints for the quality detection and evaluation of tumour tissues in the human brain region. The following are the specifics of the meeting: To accurately measure the tumour tissue's size in sensitive areas of the human body, quality analysis approaches are explored in Section 2 in relation to recent advances to tumour cell research. Section 3 discusses the suggested LSTM-based RNN framework's methods for reducing motion blur effectively and considerably improving anomaly detection. ConvLSTM layers are used to extract spatial and temporal features, which are then passed via a multistructure layer in the proposed framework for visual enhancing and enhancement. Information on the tumour's infectious level and radiation depth in sensitive areas is provided in great detail by this report. Simulated patients are able to use a database of images collected from licensed hospitals. Other current approaches, such as those shown in Section 4, were used to compare the quality of the simulation results of the proposed framework and estimate the radiated region results. Section 5 concludes with a summary of the findings from the study of simulation results.

2. Related Works

This section contains a thorough review of the literature on medical image processing methodology and approaches. There have been numerous contributions to identifying reliable detection of infectious occupancy in the human body using both traditional and soft-computing- (SC-) based techniques. Previously, a standard traditional methodology recognized the anomalies section by using an image fusion method based on the discrete wavelet transform (DWT). It provides adequate MRI image preprocessing and removes nonreadable noisy components using spatial filtering, a technique similar to Gaussian filters [1]. However, the texture and color of the brain image were altered after using the image fusion approach. As a result, color contract issues are connected with this strategy. This topic is constrained by a visualization technique based on the shearlet transform (ST) and the maintenance of statistical image quality with little color distortion at various high pass frequencies [2]. Edge indexing (QAB/F) and mutual information (MI) are evaluated in this section, which may take a long time to compute the specific task. Then, in order to improve the method for analyzing human anomalies, a segmentation approach is used in which the entire region is divided into a number of tiny regions depending on a threshold value generated from a standard reference image. The adaptive threshold approach is employed for structural investigation of the liver region [3]. It achieved 96 percent accuracy in the segmentation process and, as a result, recognized the anomalies. In addition, graph cut and labelling algorithms are widely employed for their performance and accuracy [4]. However, capturing MRI images in varied positions in order to gain their intended structural content requires very human interactions. Later, they used a quasi-Monte Carlo method, which is a sort of nonlinear mapping, to focus just on a single expanding location (lung nodule) [5]. It contains a local adaptive method that collects feature extraction by mapping fuzzy sets and then extends into accessing the probability model included in the expectation-maximization (EM) algorithm [6, 7]. Based on cluster head selection, it performs clustering operation. However, the nonlinear adjustment of pixel intensity causes artefacts to develop and diminishes the image's visual quality. It is handled by a possibility-based fuzzy technique that reduces noisy occupancy levels at the end of the segmentation process [8–11]. It increases the intensity of neighboring pixels, preserving the quality of the segmented portion. In order to improve the segmentation operation, the fuzzy C-means (FCM) algorithm is presented, which updates its membership function
by assessing the fuzzy factor and kernel weigh metric [12–14]. As a result, an efficient segmentation based on a clustering technique was obtained. Recently, advanced machine learning-based segmentation has been established, in which a convolutional neural network structure is used for training data via back propagation from supervised and unsupervised methodologies [15]. Preprocessing time is minimized, and weight update is accomplished using a multilayer perceptron neural network [16]. Following this paradigm, a topologically based mapping procedure including a one-to-two stage SOM neural network is launched for quick trace out of the target region [17]. The entropy-gradient segmentation approach is used in this study to minimize the color segmentation problem, and a strong training phase is used to maintain the tradeoffs between tumour detection and classification [18]. In the case of a special scenario, such as tumour classification, a semisupervised method is applied, which performs feature mapping through a self-organizing approach, directing suitable modal analysis and producing improved segmentation results [19]. Because of its lower processing complexity, local window grid (3 × 3) mapping is rarely employed. However, histogram equalization based on a vector optimization technique is required [20]. As a result, single-stage optimization does not achieve the required search aim of precise infectious spread analysis and accurate target location recognition. It can be resolved by using a heuristic framework that is aided by several layer optimization and is used to assess brain abnormalities recorded using MRI-scanned images of various modalities [21–23]. In this study, an attempt is made to eliminate motion artefacts in multicontrast MR images containing various tumour complaints and to improve image visual quality through multiple structure layers for quality detection and evaluation of tumour tissues located in the human brain region [24]. To estimate the missing frames, first extract the salient characteristics (spatial and temporal) of a motion-free ground truth brain MR scan image sequence set as training and testing samples in this framework [25–28]. Improve the feature information even further with a multiscale layer for more accurate prediction. As a result, the registration model improves the visual quality of the motion-blurred image, allowing for more precise detection of the tumour region.

3. Methodology

Motion artefacts develop during MR scanning during the observation phase of brain cancer, and this research was aimed at decreasing them. By increasing the visual quality of motion-blurred images through registration, the proposed LSTM-based RNN architecture in this research accurately detects the tumour’s localization. A motion blur MR image sequence dataset should initially be developed using high-quality ATDC data samples from recognized hospitals. When trained with known data samples in a supervised manner, the suggested framework can identify the blurred region and eliminate artefacts effectively, allowing for better patient care. In addition, the irregular MR image sequences can forecast certain lost frames.

3.1. Two Different Datasets for Simulation Purpose

(1) ATDC dataset: an automated tumour diagnostic challenge (ATDC) dataset [29] was collected from authorized diagnosis centers for this investigation. Approximately 25 clinical brain MR-scanned image sequences from the ATDC 2020 dataset are taken with various tumour complaints such as primitive neuroectodermal, meningioma, and astrocytoma carcinoma. Each image sequence is divided into 5 to 20 frames each phase, with a proper slicing thickness of 6 to 9 mm and a quality resolution (spatial) of 1.56 mm²/pixel. Two groups are generated based on the depth and thickness of the infection, from which a suitable number of training and testing frames are extracted. That is, 13 scans are allocated for training sample extraction, while the remaining 12 scans are used for testing frames obtained from the prediction phase.

(2) Tumour dataset: it is a dataset created by gathering sample data from independent patients with the assistance of standard and recognized hospitals. The Siemens Avanto 1.5 T MRI scanner was used to capture all of the received MR images. Each image sequence is sliced into a number of frames ranging from 3 to 9 per phase, with proper slicing thickness ranging from 4 to 6 mm and a quality resolution (spatial) of 1.67 mm²/pixel. Nearly, 20 slices are generated, 10 of which are allocated for fine tuning and the remaining 10 slices are reserved for testing frames.

3.2. Motion Blurring. Consider applying the motion-free MR image (ground truth) as a sequence into the suggested LSTM-based RNN, where acquired MR images are controlled by ECG signals. Figure 1 shows a motion blurring MR image created by combining k-space sampled data points from different frames in a scanning session. In other words, the Fourier transform is used to sample an original MR image sequence into k-space data points (FT). Encoded data (2N + 1) line frames are extracted from k-space sampled data points. These data lines are fused with a mixed k-space data array, and data points from consecutive frames are disseminated. Using the 2D inverse Fourier transform, motion-blurred image frames are generated (IFT). To increase image bluriness in the MR scan sequence, the zero padding interpolation procedure is used. It can improve the blur effect in the image by 25% and is not a required technique to create motion-blurred image frames. Equation (1) estimates the motion blurring MR image produced by mixing k-space sampled data points.

\[
\hat{I}_{\text{seq}} = f^{-1} \left[ \varphi_{\text{slice}} \left( \sum_{L-n}^{L+n} \varphi_{\text{slice}} \left( f \left( I_{\text{seq}} \right) \right) \right) \right],
\]

where \( I_{\text{seq}} \) and \( I_{\text{seq}}' \) be the motion-free and motion-blurred image from \( I \) scanned image sequence, respectively.
The proposed framework was guided by two key considerations: (i) validating the effectiveness of forecasting frames before and after the evaluation phase and (ii) ensuring quality retrieval from motion-blurred MR images.

The proposed work focuses on extracting precise spatial and temporal features from image frames and enhancing the feature information with a multiscale layer for frame prediction. As a result, by improving the visual quality of the motion-blurred image, it enables an accurate detection of the tumour region. Furthermore, features derived from the forward and backward branches of the LSTM layers were introduced to the convolution stage for extra information in order to efficiently rebuild the proper frames. Encoded data line frames are extracted from k-space sampled data points. These data lines are fused with a mixed k-space data array, and data points from consecutive frames are disseminated. Using the 2D inverse Fourier transform, motion-blurred image frames are generated (IFT).

3.3. Neural Network. The proposed LSTM-based RNN system focuses on extracting precise spatial and temporal features from image frames and enhancing the feature information through a multiscale layer for accurate prediction. As a result, the registration model improves the visual quality of the motion-blurred image, allowing for more precise detection of the tumour region. Figure 2 depicts the proposed LSTM-based RNN architecture, which includes an encoder-decoder module, an LSTM module, and a multiscale layer module. It has forward and backward LSTM branches that extract features and transmit more information to the convolution stage for better projected frame reconstruction [30]. The size of convolution kernels is employed in this study to extract spatial characteristics. The proposed framework LSTM layer can be stated as follows:

\[ A_t = \delta(u_{f} \ast P_t + h_{ff} \ast V_{t-1} + h_{ff} \ast S_{t-1} + b^f) \],

\[ B_t = \delta(u_{f} \ast P_t + h_{ff} \ast V_{t-1} + h_{ff} \ast S_{t-1} + b^f) \],

\[ C_t = B_t \odot S_{t-1} + A_t \odot \tanh \left( u_{c} \ast P_t + h_{cf} \ast V_{t-1} + b^c \right) \],

\[ D_t = \delta(u_{c} \ast P_t + h_{cf} \ast V_{t-1} + u_{c} \ast S_{t-1} + b^c) \],

\[ H_t = D_t \odot \tanh \left( C_t \right) \],

where \( \ast \) denotes a 2D convolution operator, \( \odot \) represents the Hadamard product, \( A_t, B_t, C_t, D_t \& H_t \) denote different state levels (input, forget, cell state, output gate, and hidden state) which appears doing convolution, respectively. In this study, number of ConvLSTM layer considered is 32, 64, and 128.

The proposed LSTM-based RNN includes numerous convolution layers for extracting spatial data from input sequences and temporal features computed from image frames with convolution kernels of varying sizes 3 × 3 via a multiscale layer for frame prediction. As a result, by improving the visual quality of the motion-blurred image, it enables an accurate detection of the tumour region. Furthermore, features derived from the forward and backward branches of the LSTM layers were introduced to the convolution stage for extra information in order to efficiently rebuild the proper frames. Encoded data line frames are extracted from k-space sampled data points. These data lines are fused with a mixed k-space data array, and data points from consecutive frames are disseminated. Using the 2D inverse Fourier transform, motion-blurred image frames are generated (IFT).

3.4. Frame Interpolation. The proposed framework was trained using known data samples in a supervised fashion to detect the blur portion efficiently and successfully eliminate artefacts, resulting in a visual quality MR image for better patient treatment. Furthermore, it can detect missing frames from partial MT image sequences. That is, it can correctly forecast the pre and post frames from motion-blurred MR images and hence produce the smallest error difference. As a result, motion blurring is decreased and the visual quality of the MR-scanned image is maintained. The proposed LSTM-based RNN’s pseudo-code is detailed further below.

The zero padding interpolation process is involved in order to get more image blurriness in the MR scan sequence. Similarly, reverse operation is taken by decoder stage and same conventional kernel size of 3 is restricted. Thereby, the numbers of kernel size are 32, 64, 128, and 256, respectively.

4. Results and Discussion

This part investigates the qualitative and quantitative evaluation of motion artefact reduction in multicontrast MR images with various tumour complaints. The proposed LSTM-based RNN system is guided by two key considerations: (i) validating the effectiveness of forecasting frames before and after the evaluation phase and (ii) ensuring quality retrieval from motion-blurred MR images.

The proposed work focuses on extracting precise spatial and temporal features from image frames and enhancing the feature information with a multiscale layer for
accurate prediction. As a result, the registration model improves the visual quality of the motion-blurred image, allowing for more precise detection of the tumour region. It includes three key modules: an encoder-decoder module, an LSTM module, and a multiscale layer module. The proposed framework’s output was compared to deep learning methods such as (i) deep cascade of convolution neural network (DC-CNN), (ii) single and multicontrast superresolution convolution neural network (SMSR-CNN), (iii) fusion multiscale information in convolution network (FMSI-CNN), and (iv) deep residual channel attention convolution network (DRCA-CNN) using key performance metrics such as mean squared error (MSE) (PSNR).

Table 1 displays the measured SSIM and PSNR values for hybrid combinations of the three modules. It is apparent that the LSTM module and multiscale layer module have the highest SSIM and PSNR scores.

For a better understanding of the progressive improvement achieved by the proposed LSTM-based RNN framework towards tumour region detection, the simulation output is comprehensively compared with (i) motion-blurred MR image and (ii) including both motion blurring plus mixed up of under sampled images. Figure 3 clearly shows that the suggested framework produced the smallest error difference between motion-free and motion-blurred MR images. That is, it can properly forecast the pre and post frames from motion-blurred MR images, resulting in a minimum error difference, as shown in the second and fourth columns of Figure 3. As a result, motion blurring is decreased and the visual quality of the MR-scanned image is maintained.
1 Initiation of parameters: \( \rho, \varphi_{\text{slicex}}, \phi_{\text{slicex}}, I_{p_{\text{seq}}}' \)
2 \( m = \) Slicing volume per image phase
3 \( n = \) No. of slicing count
4 \( L = \) Sequence length
5 \( L_x,p,q,\text{Conv}_{\text{stage}} \) be the Image volume, size of row, column and no of convolution stages respectively
6 Apply Gaussian filter for removal of artefact components using Equation (1)

Random selection of frames:
7 Set no of possible no. of slicing count per image phase \( I_v \)
8 Calculate minimum slicing count and its volume slicing updating
9 for \( i=1:n \) do
10 Compute: \( q \longrightarrow \) random selection of \( L-n \) and \( L+n \) frames
11 \( q_1 \longrightarrow \) size of \( q(1) \): Previous frame \( L-n \)
12 \( q_2 \longrightarrow \) size of \( q(2) \): Next frame \( L+n \)
13 FT \( \longrightarrow q_1, q_2 \) Applying Fourier Transform using Equation (1)
14 get \( \varphi_{\text{slicex}}, \phi_{\text{slicex}} \) as per image phase
15 If \( I_{p_{\text{seq}}} < 0 \):
16 then, Zero padding is initialize for 25% blur effects
17 else
18 Zero padding is not required
19 end for
20 Obtain \( I_{p_{\text{seq}}} \) motion-blurred image
21 Using cropping function to isolate specific portion
22 end if

Pseudocode 1: Motion-blurred MR image sequence.

1 Initialize no of convolution block denoted as \( C_b = \{32, 64, 128, 256\} \)
2 for \( i=1 \) to \( C_b \) do
3 encode frame \( (L \pm n, \text{set}(C_b)) \) Apply additional features from forward and backward path for better enhancement
4 Get the spatial features using Equations (2) to (6) (i.e. \( A_t, B_t, C_t, D_t, H_t \))
5 Obtain local best \( (\xi_{\text{local}}) \) and global best \( (\xi_{\text{global}}) \) parameters
6 Continues check: if \( (\hat{I}_{\text{Threshold}}) = \min (\hat{I}_p) \)
7 Retain previous state value
8 else if \( (\hat{I}_{\text{Threshold}}) = \max (\hat{I}_p) \)
9 Again, update \( (\xi_{\text{local}}) \) and \( (\xi_{\text{global}}) \)
10 To get \( (\hat{I}_{\text{Threshold}})_{\text{new}} \) by taking average combination of min, max and global values
11 end if
12 end for

Pseudocode 2: Spatial and temporal feature extraction.

1 Set \( J_{\text{missing}} \) value
2 for \( i=1 \) to \( C_b \) do
3 Continues check: if \( (J_{\text{missing}})_{\text{Updated}} = (J_{\text{missing}}) > (\hat{I}_{\text{Threshold}})_{\text{new}} \)
4 Then, further enhancement of feature extraction process parameter is required
5 else
6 Retain previous state value
7 end if
8 end for
9 Compute WD and PL
10 The error different is calculated by Equ. (7) and Equ. (8).

Pseudocode 3: Missing frame prediction.
4.1. Convergence Behavior. When comparing a motion-free image to a blurred image, an error always happens. However, it must be thoroughly examined using two key factors: Wasserstein distance (WD) and perceptual loss (PL), where WD signifies the actual difference between the input image and the processed image frames. Similarly, PL depicts the variance of pixel values gathered at low, medium, and high spatial domain feature levels. If the assessed value is low, it means that the processed image contains few corrected faults and can efficiently detect the anomaly infection region.

Figure 4 clearly displays how the corrected error decays exponentially with respect to the number of epochs. As a result, the proposed technique demonstrated stable performance when training the LSTM-based RNN.

\[ WD = \sum_{\rho = 1}^{L} E \left( \left( \hat{I}_{\rho} - E(I_{\rho}) \right) + \lambda \left\| \nabla_{\rho} \hat{I}_{\rho} - 1 \right\|^{2} \right) \]  

\[ PL = \sum_{n=1}^{L} \sum_{j=3,6,9} E \left( \left( \hat{I}_{\rho_{n}} \theta_{j} - \left( I_{\rho_{n}} \right) \theta_{j} \right) \right)^{2} \]

4.2. Reduction of Motion Blurring Effects. The results of the proposed LSTM-based RNN are compared to four state-of-the-art methods: (i) deep cascade of convolution neural network (DC-CNN) [31], (ii) single and multicontrast superresolution convolution neural network (SMSR-CNN) [32], (iii) fusion multiscale information in convolution network (FMSI-CNN) [33], and (iv) deep residual channel attention convolution network (DRCA-CNN) [34, 35]. The SMSR-CNN employs a sensing approach to anticipate many frames without any time lag; the process is synchronized with each other for the next round of prediction. DC-CNN, FMSI-CNN, and DRCA-CNN generate single-tone superresolution images with loss in feature information acquisition.

Table 2 compares the mean and standard deviation values of the proposed framework’s prime parameters to those of existing techniques. As a result, the successful prediction of pre and post frames from motion-blurred MR images yields the least error difference.

Figures 5 and 6 clearly show that the proposed LSTM-based RNN achieves the greatest SSIM and PSNR scores due to quality prediction of frames through k-space under sampling. Figure 6 compares the error outcomes of reconstructed frames from predicted modules of proposed LSTM-based RNN with DC-CNN, SMSR-CNN, FMSI-CNN, and DRCA-CNN approaches.

It is clear that the boundaries of reconstructed frames from other existing methods have lost some details on region textures, but the suggested framework effectively preserves the boundary information and so allows the radiologist to appropriately identify the anemology detection [36].

4.3. Missing Frame Estimation. Figure 7 depicts the frame prediction after the interpolation process has been included. The proposed LSTM-based RNN architecture effectively recognizes quiet features from motion-blurred MR scanning.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Encoder-decoder</th>
<th>Conv LSTM</th>
<th>Multiscale</th>
<th>St</th>
<th>SSIM</th>
<th>PSNR</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC-CNN</td>
<td>0.7983</td>
<td>0.7956</td>
<td>26.967</td>
<td>0.9345</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMSR-CNN</td>
<td>0.8726</td>
<td>0.9011</td>
<td>27.754</td>
<td>0.9453</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FMSI-CNN</td>
<td>0.9052</td>
<td>0.9415</td>
<td>26.863</td>
<td>0.9467</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRCA-CNN</td>
<td>0.9078</td>
<td>0.9465</td>
<td>27.543</td>
<td>0.9671</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM-based RNN</td>
<td>0.9756</td>
<td>0.9523</td>
<td>28.671</td>
<td>0.9824</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Effectiveness of proposed methods is compared with existing methods after taking averaged value from the ATDC dataset.
Figure 4: Simulation graph of the Wasserstein distance and the perceptual loss as per number of epochs at the training phase.

Table 2: Statistical comparison of prime parameters on proposed framework with existing methods through mean and standard deviation values, respectively.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Time (sec)</th>
<th>Memory (megabytes)</th>
<th>Sp</th>
<th>St</th>
<th>SSIM</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC-CNN</td>
<td>24.65</td>
<td>$342 \times 10^5$</td>
<td>0.7032 ± 0.075</td>
<td>0.7860 ± 0.182</td>
<td>0.7876 ± 0.09</td>
<td>26.294 ± 3.41</td>
</tr>
<tr>
<td>SMSR-CNN</td>
<td>23.48</td>
<td>$1460 \times 10^5$</td>
<td>0.7899 ± 0.068</td>
<td>0.8698 ± 0.155</td>
<td>0.8968 ± 0.08</td>
<td>27.855 ± 2.67</td>
</tr>
<tr>
<td>FMSI-CNN</td>
<td>12.23</td>
<td>1710</td>
<td>0.9762 ± 0.062</td>
<td>0.8942 ± 0.148</td>
<td>0.9392 ± 0.07</td>
<td>26.487 ± 1.87</td>
</tr>
<tr>
<td>DRCA-CNN</td>
<td>8.86</td>
<td>1589</td>
<td>0.9789 ± 0.056</td>
<td>0.8952 ± 0.139</td>
<td>0.9367 ± 0.51</td>
<td>27.846 ± 2.68</td>
</tr>
<tr>
<td>LSTM-based RNN</td>
<td>4.93</td>
<td>745</td>
<td>0.9698 ± 0.051</td>
<td>0.9685 ± 0.133</td>
<td>0.9489 ± 0.47</td>
<td>28.514 ± 2.16</td>
</tr>
</tbody>
</table>

Figure 5: Removal of motion artifact on the ATDC dataset, considering five deblurred frames extracted from the same image sequence.
sequences and reconstructs frames based on sampling time instants, yielding accurate mimics of motion-free MR-scanned images [37]. It has transmitted the accurate identification of the affected region’s borders and reduced the frequency of false detections due to faulty tumour segmentation.

4.4. ATDC 2020 Tumour Dataset. A detailed examination of the ATDC 2020 dataset can be performed to discover the SSIM and PSNR that occur between the detected tumour location and its ground truth images. It is clear that the proposed LSTM-based RNN framework performed accurate tumour region recognition by improving the visual quality.
of segmented images for the maximum number of images available in the ATDC 2020 dataset. It is clearly shown in Figure 8 (C1-C4) for various image planes (axial, sagittal, and coronary). It depicts the difference in inaccuracy between the anticipated frame and the frame in the ground truth MR image without blur effects. The proposed LSTM-based RNN framework was trained using high and low brain images from the ATDC 2020 dataset. The experimental results show that the proposed framework is capable of effective and resilient frame prediction and reconstruction on motion-blurred MR-scanned images, which can be confirmed using ground truth images.

The LSTM-based RNN framework producing estimated frame output from motion-blurred image has maintained proper tradeoff between edema portion and tumour region which in turn induced healthy diagnosis of the almost all kinds of tumour complaints. It is clearly inferred in the fifth column of Figure 8 (C3–C4), respectively. SSIM (0.9489 ± 0.47) and PSNR (28.514 ± 2.16) of the proposed framework have achieved significantly better value than the existing model of cumulative means and standard deviation of SSIM (0.9068 ± 0.03) and PSNR (27.967 ± 2.34), respectively.

5. Conclusion

In this paper, a novel RNN framework based on long short-term memory (LSTM) is suggested to remove motion artefacts in dynamic multicontrast MR images using a registration model. It includes three key modules: an encoder-decoder module, an LSTM module, and a multiscale layer module. The proposed work focuses on extracting precise spatial and temporal features from image frames and enhancing the feature information with a multiscale layer for accurate prediction. As a result, it was able to locate the tumour region accurately by improving the visual quality of a motion-blurred image using a registration model. The simulation output is thoroughly compared to (i) a motion-blurred MR image and (ii) a mixture of motion-blurred and undersampled pictures. To gain a better understanding of the progressive improvement achieved by the proposed LSTM-based RNN architecture, it is being compared to existing approaches such as DC-CNN, SMSR-CNN, FMSI-CNN, and DRCA-CNN for tumour region detection. That is, it can correctly forecast the pre and post frames from motion-blurred MR pictures and hence produce the smallest error difference. As a result, it has achieved a high SSIM (0.9489 ± 0.47) and PSNR (28.514 ± 2.16) value. Furthermore, as compared to other current approaches, the suggested technique requires reduced computer complexity and achieves good accuracy in terms of infected part detection.
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