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With the rapid development of modern science and technology, we are now in an era of big data and digitalization of network, and
people’s normal work and life are also implicitly influenced. Archives, as the information of various work examinations, are the
imprints of the past and the basis for guiding the future. Compared with the traditional management, the information-based
archive management is more efficient and of better quality. The efficiency of all sectors of society in the background of the
information age has taken a qualitative leap and improved. In order to develop the archive management business and make
the archive management more efficient and secure, a set of scientific and efficient information-based archive management work
mode should be worked out on the road of practice in the new era. With the arrival of the era of big data brings fundamental
changes to data mining technology, which can analyze and process a large amount of data and dig intelligently, making it
possible to dig deeper into the data. Therefore, it is necessary to actively explore archival data mining technology, so that data
mining technology can be widely applied to archival management work, and the potential archival information can be
excavated and delivered as much as possible to play its proper role and maximize the economic and social benefits of archival
data. The article analyzes the characteristics of archive management in the context of big data, proposes a specific path to
improve the quality of archive management work in view of the current problems in archive management work, and designs
the archive management structure based on big data for improving the quality of archive management work.

1. Introduction

Archives play an important reference role in the process of
social and economic development. With the advent of the
era of big data, big data technology has been widely used
in all aspects of society, which not only improves the effi-
ciency of archive management but also contributes in the
innovation of work mode of archive management. It further
improves the quality of archive storage and efficiency of
archive utilization. From the current state of archive man-
agement work, although big data technology has been ini-
tially applied in archive management, but in practice there
still exists the problem of promotion and application is not
in place, there is still the phenomenon of using the tradi-
tional archive management work model, resulting in low
efficiency of archive management; it is difficult to adapt to
the requirements of archive management work in the era

of big data [1–3]. The concept of archive management is
backward. Under the current widespread promotion of big
data technology, the data structure of archival information
resources has undergone fundamental changes, and the
quantity and types of archival information data have
increased, forming a huge database of archival information,
and the deep value mining of these archival information
resources requires advanced archival management concepts.
In archive management practice, archive managers carry out
the development and maintenance of archive cloud storage
system on the cloud platform to develop archive information
data with utilization value, which can provide remote
archive information services for users and effectively
improve archive work [4].

However, due to the current archive management prac-
tice, some archive management departments and archive
managers are still following the traditional archive
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management model, and the archive management concept is
rather backward, especially the big data technology applica-
tion skills are backward, which makes it difficult for archive
management to effectively meet the realistic needs of archive
users and is not conducive to the realization of the modern-
ization goal of archive management. The archive manage-
ment facilities are insufficient, and archive users must have
perfect archive infrastructure to get high level archive ser-
vices. Under the background of big data, archive managers
must rely on basic service platforms such as cloud platforms
to better complete the storage and utilization of archival
information data in the process of archival information ser-
vices. However, some archive management departments fail
to equip corresponding archive management infrastructure,
resulting in the lack of infrastructure support for archive
management, which not only prevents them from complet-
ing the collection and arrangement of archive information
data but also prevents them from categorizing and storing
in a timely manner, not to mention providing remote
archive information services to users. In short, the lack of
perfect infrastructure service facilities affects the compre-
hensive integration of archival information data with big
data in archival management departments and blocks the
improvement of archival management work in archival
management departments. Poor security awareness in man-
agement work and the security of archival information
resources are the primary goals of the archival management
system. Under the background of big data, archive manage-
ment work needs to be carried out by applying various
advanced big data technologies. In this process, it is neces-
sary to take archival information data security as the pri-
mary consideration, improve the awareness of data security
management, ensure the security of archival information
database, and prevent archival information data from being
leaked or tampered with. However, some archive manage-
ment departments are backward in archival information
data security management technology due to the lack of cor-
responding data security prevention and control technology,
and some archive managers lack corresponding awareness of
archival information data security management, which
makes it difficult to provide secure archival information ser-
vices to archive users [5–7].

It greatly increases the dynamism of archival informa-
tion data. In the era of big data, data storage replaces the tra-
ditional paper archive management mode, which to a certain
extent expands the content and space of the original archive
management. Archival information data storage does not
occupy substantial storage space, thus making the collection
and arrangement of archival information data no longer
restricted by time and space, theoretically making archival
information data storage reach infinity, and also enabling
the dynamic collection, arrangement, and storage of archival
information [6–8]. For example, for personnel record man-
agement, there is a large amount of dynamic archival infor-
mation data to be collected, organized, and stored in the
process of personnel recruitment, interview, entry and exit,
etc. Under the original record management mode, only a
limited number of key archival information can be recorded
due to space limitation. However, under the background of

big data, these archive management data can be collected
and recorded as much as possible, which improves the
dynamics of archive information data and thus makes
archives management more comprehensive and real.

Obviously increasing the complexity of archival manage-
ment, in the era of big data, due to the rapid increase of the
total amount of archival information data, the types of archi-
val information data are also more diversified, although it
can better meet the different needs of people in different
industries, but to a certain extent, it also increases the com-
plexity of archival management, especially when classifying
archival information data; if the accuracy of archival infor-
mation types cannot be ensured, it may lead to confusion
and increase the complexity of archival information data. If
there is a lack of effective archival information analysis tools,
it may lead to some data with value and some data without
value in the face of the ponderous archival information data,
which will generate a large amount of useless information
data when archival information data is output, and undoubt-
edly increase the difficulty of archival management [9–11].
The application of big data technology in archive manage-
ment has a great impact on the traditional way of collecting
and organizing archival information, and the source chan-
nels of archival information data are more diversified, which
enriches the types of archival information data, some of
which are structured data and some are unstructured data.
The biggest difference between it and traditional paper
archives is that big data technology can not only keep the
original paper archives but also store the archival informa-
tion data such as audio and video, thus breaking through
the traditional paper archive management mode. At the
same time, after storing these different types of archival
information data, it can also transform the types of different
types of archival information data according to the needs of
archival management and dig deeper into the already classi-
fied archival information to find information that is more
beneficial to their needs, thus improving the convenience
of archival management.

2. Related Work

2.1. Innovative Archive Management Mode. Archive man-
agement is a part of the important work of enterprises. Inno-
vative archive management methods and optimized archive
management workflow in enterprises can promote the
orderly development of enterprises. Therefore, enterprises
should actively innovate the way of enterprise file manage-
ment and combine the needs of social development, apply
information technology in file management to meet the
needs of social development, create an information-based
office atmosphere, and promote the innovative development
of file management [12–15].

The necessity of actively carrying out the innovative
mode of archive management service in the information
era has raised the importance of history and humanistic lit-
eracy in the continuous development of society, and archive
management contains a variety of traditional historical
materials, among which are history, humanistic literacy, folk
customs, etc. Archive management is an important way to
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store data materials in the development of the times, which
is of great benefit to the inheritance and development of
Chinese culture. At the same time, there is a wealth of library
information hidden in the library archive management,
which are valuable original materials and have a very pre-
cious collection value [16–18]. The library covers rich
knowledge and culture and is the main place for cultivating
talents and inheriting culture and science, so the library
should pay attention to innovation, build an information-
based office model in the library, innovate the search func-
tion, scientifically obtain thematic resources, and optimize
the archive management service system, which is beneficial
to the innovative development of society.

In the continuous development of society, the content of
library archive management work is gradually increasing,
and science and technology are constantly being developed
and applied, and in this environment, the matters and con-
tents of archive management work in libraries are expand-
ing, and their service forms are also expanding. Therefore,
it is necessary to innovate the service mode of archive man-
agement in libraries, which can not only give full play to the
value of library archive management but also play the role of
guidance and education. The use of technology to reform
archive management services can effectively spread Chinese
culture. The lack of corresponding archival management
infrastructure has led to the lack of infrastructure support
for archival management, which makes it impossible not
only to complete the collection and arrangement of archival
information data but also to categorize and store them in a
timely manner and to provide remote archival information
services for users. In short, the lack of perfect infrastructure
service facilities affects the comprehensive integration of
archival information data with big data in archival manage-
ment departments and blocks the improvement of archival
management work in archival management departments.

It is necessary to take archival information data security
as the primary consideration, thereby improve the awareness
of data security management, ensure the security of archival
information database, and prevent archival information data
from being leaked or tampered with. However, some archive
management departments are backward in archival infor-
mation data security management technology due to the lack
of corresponding data security prevention and control tech-
nology, and some archive managers lack corresponding
archival information data security management awareness,
which makes it difficult to provide secure archival informa-
tion services to archive users.

It is necessary to establish the awareness of big data
management. To closely combine big data technology with
archive management, we must first establish the awareness
of big data management. It is necessary to change the mind-
set of archive management from the ideological point of
view. The service consciousness has a direct impact on the
archive management service [19–21]. Apply big data tech-
nology in archive management work, combine the actual
needs of archives users, strengthen the big data thinking
and archive service consciousness of archive management
personnel, build and establish modern archive management
mode, especially to consciously transform their own archive

service consciousness, change from traditional archive man-
agement consciousness to big data archive management
consciousness, strengthen the application of big data tech-
nology in daily work, and consciously improve archive ser-
vice. The ability of archival services should be consciously
improved. It is necessary to strengthen the construction of
remote service capacity for archival information and data.
The archive management department should strengthen
the management of archival information data, improve the
accuracy of archival information retrieval through the appli-
cation of modern information technology in the archive
management system, such as network technology, informa-
tion retrieval intelligent technology, GIS technology, and
other advanced technologies, and enhance the information
management efficiency and service quality of the archive
management department through the construction of the
archive network remote service platform.

2.2. Big Data Technology. In recent years, with the develop-
ment of cloud computing and mobile Internet, the global
data volume has been increasing. The most important char-
acteristic of big data is that the data has high dimensionality
and structural complexity, and usually, these data are
accompanied by a large amount of interference and noise
data. As a result, algorithmic models that once performed
well for small and low-dimensional datasets will no longer
be directly applicable to the situation of today’s big data.
To address this problem, many scholars and researchers
have started to work on parallel data mining and archival
classification algorithms. Apache Spark has implemented a
series of machine learning algorithms in an in-memory-
based computing model, mainly through the HDFS distrib-
uted file system to increase the throughput and concurrent
data access. Experiments have proven that Spark can com-
pute 10 times faster than Hadoop reading and writing data
blocks from memory and 100 times faster than Hadoop
reading and writing from disk [21–24]. Also, Spark provides
more than 80 easy-to-use operation operators, making it
easier to write parallel programs. The entire ecosystem of
the current Spark big data computation engine and its main
functional modules are described in Figure 1.

As the big data technology system continues tomature, the
internal technology composition continues to differentiate,
from the core technology facing the needs of storage, process-
ing, and analysis of massive data, to the supporting technolo-
gies of data management, circulation, and security, gradually
forming a clear hierarchy and complete division of labor of
the big data technology system. The data foundation technol-
ogy responds to a variety of data characteristics. For big data
volume, data sources heterogeneous and diverse, data timeli-
ness, and other characteristics have given rise to the efficient
completion of a large amount of heterogeneous data storage
and computing technology needs. Under this demand, the tra-
ditional centralized computing architecture has emerged as an
insurmountable bottleneck, and the storage and computing
performance of traditional relational database is limited, so
distributed storage and distributed computing frameworks
have emerged [17, 25–27]. The study in [28] implemented dis-
tributed computing for the recovery of original individual
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personal data (IPD) from empirical IPD summaries. The main
objective of the study is to reproduce original features of IPD
in the artificial data in order to recover the IPD inferences.
The random-effect logistic regression and Gaussian copula
were used for the said purpose. The study in [29] used the con-
cept of “coded computing” that used coding theory to inject
data and reduce issues pertinent to data redundancy and
removal of bottlenecks in large scale distributed computing.
As part of the MapReduce-based distributed computing struc-
ture, a coded distributed computing scheme was implemented
that reduced communication load to shuffle the intermediate
computation results.

For massive structured and unstructured data batch pro-
cessing, distributed batch computing frameworks based on
Hadoop, Hive, and Spark ecosystem have emerged; for the
demand of real-time computing feedback of time-sensitive
data, distributed stream processing computing frameworks
such as Storm, Flink, and Spark Streaming have emerged.
Data management technology improves data quality and
availability. After the relatively basic and urgent data storage
and computing needs have been satisfied to a certain extent,
how to manage and precipitate data has become a major
demand. Due to the long chain and high complexity of data
generation within enterprises, but the general lack of effec-
tive management, there are often problems such as difficult
data access, low accuracy, poor real time, and confusing
standards, leading to numerous obstacles to the subsequent
use of data. In this case, data integration technology for data
integration and data management technology for realizing a
series of data asset management functions have emerged.

Data analysis application technology is extremely pre-
dominant and beneficial in tapping data value. To carry
out data analysis and excavate data value, including statisti-
cal analysis and visualization presentation technology repre-
sented by BI tools, as well as traditional machine learning
and deep learning based on deep neural networks, excava-
tion analysis and modeling technology have emerged to sup-
port the excavation of data value and further apply the
analysis results and models to actual business scenarios.
Data security circulation technology helps secure and com-
pliant data use and sharing. As the value of data is explored,
data security issues are becoming more and more promi-

nent, with data leakage, data loss, data misuse, and other
security incidents popping up all the time. Data protection
technologies such as access control, identity recognition,
data encryption, data desensitization, and privacy comput-
ing are actively evolving in the direction of more adaptive
to big data scenarios [30, 31].

3. Methods

3.1. Model Architecture. With the development of the Inter-
net, the era of big data is gradually coming, and the Internet
is full of all kinds of information; most of these resources are
in the form of this paper; how to effectively handle and orga-
nize this information becomes especially important. A large
amount of data can improve the accuracy of models, and
complex machine learning algorithms take a lot of time, so
there is an urgent need for such key technologies as distrib-
uted and parallel computing. The combination of big data
and machine learning opens a new path for archival classifi-
cation, so archival classification systems based on big data
become very meaningful.

The archival system based on big data is mainly divided
into model application layer, data mining layer, data prepro-
cessing layer, data storage layer, and data collection layer.
The model application layer calls the interfaces provided
by the data processing layer to realize archive classification
and provide services for users. In the whole system, the
lower layer application provides services for the upper layer
application. Its main processing flow is that the data acquisi-
tion layer collects data, stores data using the services pro-
vided by the data storage layer, and preprocesses the stored
data by the data preprocessing layer. The data processing
layer mainly uses the powerful computing power of Spark
and the algorithm to mine and calculate the data conforming
to the algorithm data format, get the data classification
model, and finally apply the data model to provide services
for users. The system architecture is shown in Figure 2.

3.2. MapReduce. In the MapReduce framework, the Shuffle
module is the bridge between the Map phase and the Reduce
phase. The Reduce phase is responsible for pulling the corre-
sponding fragment data from each map node to the reduce
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Strereaming
MLlib

(machine learning)

Storage Layer

Hbase Tachyon S3

CassandraHDFS
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Figure 1: Ecosystem and functional modules of big data processing framework.
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node, sorting, merging, and finally calculating the result. In
the whole shuffle process, because the reducer side needs
to read the intermediate results output from the map stage
from different nodes, so it often involves a lot of disk reading
and writing and network data transmission, so the perfor-
mance of the shuffle also directly determines the perfor-
mance of the whole program. In other words, if the
performance of shuffle is improved a little bit, the computa-
tional performance of the whole system will be greatly
improved. The major advantage of MapReduce is that it
helps in processing data in parallel processing and uses com-
modity clusters for the distribution. MapReduce is highly
scalable and reduces the cost of storage and processing of
data in order to meet the growing data requirements. There
are various successful applications of MapReduce frame-
work. As an example, the study in [32, 33] used a Hadoop-
based MapReduce framework for implementing an
improved chaotic image encryption algorithm for massively
remote sensed images in case of parallel IoT applications.
The study explored the parallel methods of image encryption
for large number of remotely sensed images in Hadoop, and
the results highlighted the efficiency and scalability of the
approach.

Spark, as a new generation of big data processing engine,
is also an implementation of MapReduce framework, so it
will also have its own shuffle implementation process. The
Shuffle phase in spark is divided into two processes: Shuffle-
Write and ShuffleRead, in which the ShuffleWrite process
mainly sorts the intermediate results output by MapperTask
by paritiionId partition number and key primary key and
then writes all the ordered records to the disk of the node
where the current task is located by Flush overflow. The
ShuffleRead phase is when all theMapperTasks have finished
executing, and each ReducerTask, according to its task ID
number, goes to a different node to pull the data that belongs

to its own output in the previous ShuffleWrite phase. Then,
they sort and aggregate the data, then compute it, and finally
return the result to the client. However, in the ShuffleWrite
stage, when executingMapTask, because of the large amount
of input data, the data can only be persisted to disk while cal-
culating, i.e., only one source input data is read at a time and
then calculated, and then, the calculation results are stored
in the memory data structure PartitionedAppendOnlyMap,
which is essentially a data array, occupying a contiguous sec-
tion of memory space, after calculating one piece of data,
then continuing to read the next piece of data, and then put-
ting the calculation results into memory.

The system process is shown in Figure 3. The collected
big data is stored in the distributed file system of HDFS sys-
tem and preprocessed by MapReduce batch data; then,
Spark’s powerful computing power trains the data according
to the file classification algorithm, generates the file classifi-
cation model, and finally encapsulates the file classification
model into a service and provides it to the users.

3.3. File Archive Data Processing. To realize Chinese multila-
bel archive classification, Chinese multilabel archive big data
is established, and the semantic similarity features of Chi-
nese multilabel archive big data are extracted by combining
the method of semantic information fusion with the method
of fuzzy partition block fusion, and the partition block is
stored and classified by combining the copy detection
method. The statistical fusion of Chinese multilabel archive
big data is carried out by the method of context mapping.
First, the ontology structure mapping is performed on Chi-
nese multilabel archive big data, and the mapping model is
defined as

g xð Þ = 1
1 + e−x

, ð1Þ

Archive classification results

Data mining layer

Spark

Archive classification algorithm

Data preprocessing
layer

Map reduce Ansj

Data storage layer HDFS

CrawlerData collection layer Third party platform

GRU GRU GRU Softmax

Figure 2: Model structure.
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where e−x denotes the similarity of semantic ontology fusion
on Chinese multilabel archive big data, and the expression is
calculated as

e−x = 1
1 + e−Θτz

: ð2Þ

According to the above formula, the fuzziness coeffi-
cients of Chinese multilabel archive big data are extracted,
and the semantic mapping relationship is established to
obtain the association rule set of Chinese archive big data,
and the output is

s tð Þ = sigmoid Uw tð Þ +WxgS t − 1ð Þ½ �, ð3Þ

where U denotes the knowledge of the relationship between
elements of Chinese multilabel archive big data; g denotes
the feature weight of Chinese multilabel archive big data; w
ðtÞ is the feature distribution coefficient of semantic infor-
mation; and Wx denotes the fuzziness function of Chinese
multilabel archive big data, and establish the semantic map-
ping relationship, and adopt a quadratic to represent the
Chinese multilabel archive big data to establish a semantic
mapping relationship distribution model, where Ei, Ej are
the entity sets of Chinese multilabel archive big data, d is
the similarity information of Chinese multilabel archive big
data, and t is the sampling interval. According to the above
analysis, combining the semantic ontology feature recon-
struction method with the archival information classification
fusion processing method, the Chinese multilabel archival
big data analysis model is established as

Q = s tð Þ ∗ g xð Þ +〠
i=1

Ei, Ej, d, t
� �� �

: ð4Þ

The Chinese multilabel archive big data is analyzed
according to the Chinese multilabel archive big data analysis
model, and the feature extraction of Chinese multilabel
archive big data is carried out based on the analysis com-
bined with the knowledge of the relationship between
elements.

3.4. Feature Extraction. Based on the obtained Chinese mul-
tilabel archive big data analysis results, the statistical feature
detection of Chinese multilabel archive big data is carried
out by combining the knowledge of the relationship between

elements and logical inference methods, and the Chinese
multilabel archive statistics containing semantic attribute
feature quantity and sample autocorrelation feature quantity
is obtained, which is expressed as

E = 1
QN

〠
N

〠
c=1

f x,wð Þ − ycð Þ2, Δw = ∂E
∂w

, ð5Þ

where yc denotes the coefficient of Chinese multilabel
archive feature distribution. On this basis, the statistical dis-
tribution set of Chinese multilabeled archive big data is con-
structed, and the semantic attribute feature quantity of
Chinese multilabeled archive big data is obtained using
description logic as

E∗ = pan
p an − 1ð Þ ∗ 〠

n=1
pdn − 1 + bð Þ: ð6Þ

In domain knowledge and structural knowledge, Chinese
multilabel archive feature fusion is performed, and informa-
tion fusion is performed on two heterogeneous ontologies to
obtain the overlapping distribution set of Chinese multilabel
archive big data defined as D = fS:ðtÞ, T:ðtÞ,UðtÞg, where S
:ðtÞ denotes the relevant domain knowledge set of Chinese
multilabel archive big data and T:ðtÞ denotes the predicate
logic distribution set, by pure archive big data scheduling;
establish the segmented sample test model of concepts,
instances, and attributes, and get the sample autocorrelation
feature quantity as

ωj = 〠
j=1,k=2

ωk−1,j ∗DT : ð7Þ

The autocorrelation feature distribution set of Chinese
multilabel archive big data is established, and the linear
regression analysis method is used to obtain the triadic form
of Chinese multilabel archive big data as

M = 〠
C

I=1

ωj

μik
, k = 1, 2,⋯, n, ð8Þ

where k is the fuzziness coefficient of Chinese multilabel
archival big data, and the discrete sequence scheduling
method is used to construct the semantic feature extraction
model of Chinese multilabel archival big data, which is

Returns archive
classification results

Big data
(HDFS)

MapReduce

Spark Generating models

Clients

Server

Request service

Figure 3: System flow chart.
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expressed as

F∗ = 1
n
〠
j=1
M ωj + E∗� �T

: ð9Þ

3.5. Archive Classification Algorithm. The extreme learning
machine (ELM) is a forward neural network with only one
single layer. The use of ELM has several advantages which
includes simplicity in its implementation, enhanced speed
of learning, and finally its applicability in nonlinear kernel
functions. The model generates good generalization perfor-
mance and learns extremely faster than traditional back
propagation networks. ELM has been predominantly used
in various applications. As an example, it has been imple-
mented in deep learning framework for the prediction of
financial market. A hybrid model is developed in [34] using
auto encoder and kernel ELM for the prediction of financial
market. Similarly, the study in [35, 36] proposed a heuristic
Kalman filter-based optimized ELM framework that helped
in the prediction of useful life of the capacitors. The ELM
was preferred in the study as it worked with enhanced speed
enabling efficient forecasting of capacitor life. The working
principle of ELM is different from that of traditional neural
networks, such as the weights of BP neural network are
obtained by gradient descent algorithm, while the weights
of ELM are obtained by parsing expressions without inter-
mediate iterative computation, and ELM runs faster. Let x
denote the value of the input sample, and the threshold,
weight, and node of the hidden layer are ai, bi, and L, respec-
tively; then, the output value of ELM is

f L xð Þ = 〠
L

i=1
G x, ai, bið Þβi, ð10Þ

where G is the activation function of the hidden layer, and
the radial basis function is used in this paper, as follows.

G x, ai, bið Þ = g bix − aið Þ = e−bix−ai : ð11Þ

ELM divides all archival data into m categories by the
activation function of the hidden layer and uses hðxÞ to rep-

resent G.

f L xð Þ = 〠
L

i=1
h xð Þβi: ð12Þ

4. Experiments and Results

4.1. Experimental Setup. The system hardware environment
system is deployed based on Spark cluster, and the whole
cluster consists of three servers. The configuration of each
server of the cluster is consistent, and the configuration
information is shown in Table 1.

Spark service is deployed on the system cluster, and
Spark service also has many dependent services such as Java
environment and Scala environment. The deep learning sys-
tem implemented in this paper is based on the Python envi-
ronment, so it should also follow the Python service. The
software configuration information is shown in Table 2.

The experimental data comes from the Chinese news
archive management agency, and the database contains
many Chinese articles from news websites, many of which
are news reports written by editors of the websites and con-
tains 9833 Chinese documents. Because there are some
topics in the dataset, the document collection contains a
much higher number of documents than the document col-
lections of other topics. The training process performance
enhancement and loss convergence are shown in Figures 4
and 5.

4.2. Experimental Results and Analysis. In the experiments,
60% of the preprocessed dataset is taken as the training set
and the remaining 40% as the test set by random sampling
method. First, we obtain an optimal coefficient a from the
Spark computing environment. In this section, we conduct
experiments using different values of coefficient a on the
four datasets mentioned above and determine the impact
of different coefficients on the final classification accuracy
by comparing the accuracy of the experimental results. In
these comparison experiments, we set the values of the coef-
ficients a between (0,1) and incremented from 0 to 1 on the
axes, with each increment being 0.1. Figure 6 shows that the
accuracy of the experimental results on the four datasets
increases with each increment of the coefficient a. Clearly,
the accuracy of the classification reaches a minimum when
the coefficient a = 0. From the experimental results, the opti-
mal value is obtained when the coefficient a = 0:9. Therefore,
all the next experiments are performed on the basis of the
optimal coefficients.

In addition, the experiments in this section compare the
effect of Spark before the improvement of the memory pre-
diction algorithm in the shuffle stage, and the experiments
show that the improved Spark achieves a higher improve-
ment in computational efficiency than before the improve-
ment. The K-means algorithm is the most classic division-
based clustering method and is one of the top ten classical
data mining algorithms. K-means algorithm is based on
the basic idea of clustering k points in space and categorizing
the objects closest to them. By iterative method, the value of

Table 1: System hardware environment configuration table.

Configuration
name

Configuration type
Configuration
specifications

CPU
Intel Xeon E5-

2682v4
2 cores

Memory Unknown 4G

Disk
Efficient cloud

drive
20G

7Wireless Communications and Mobile Computing



each clustering center is updated one by one until the best
clustering result is obtained. Bayes is a classification model
in machine learning, which is widely used in practice due
to the simplicity and efficiency of the algorithm. We will
compare the job execution time of this benchmark on Spark
and Spark+. The experimental results are shown in Figures 7
and 8.

The test results can be seen from the figure that the aver-
age time for classification reaches 4.98min when running on

the unoptimized spark, while the improved spark, i.e., with
the introduction of the new shuffle memory prediction algo-
rithm, reaches an average speed of 3.28min, a speedup of
34.73%. After we finished the work of classifying archives
with deep learning model in standalone mode above, the
next step is to test the performance of the archive’s classifier
based on Spark neural network designed and completed in
this paper. The model is created using the built-in distrib-
uted separator DisTextCNN, which is a distributed version

Table 2: System software environment configuration information table.

Software type Software version

Operating system Ubuntu 14

Virtualization services Docker

Spark services Hadoop3.2.1 + Spark2.3.4

System dependency services SSH+ Scala2.11 + JDK1.8 + Python3.6 +Redis3.2.100
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Figure 4: Schematic diagram of training process performance improvement.
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Figure 5: The training process loss convergence schematic.
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of the deep learning model TextCNN in stand-alone mode
implemented in this system. The training and validation sets
are divided into 70% and 30% and are stored in the system’s
HDFS. The parameters of the distributed model are shown
in Table 3.

The paper is an extension of Spark with the intention of dis-
tributed training of deep learning models to improve efficiency,
so the performance comparison test between distributed and
stand-alone models is conducted. The training of TextCNN
and DisTextCNN is completed above, and the training data of
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Figure 6: Trend graph of accuracy with different coefficients.
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Figure 8: Comparison of execution time (minutes) of Bayes algorithm on Spark before and after improvement.
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the two models are obtained. The number of iterations of the
distributedmodel is twice that of the standalonemodel, because
it includes external iterations, although the number of iterations
is more than that of the standalone model; the training time of
the distributed model is one-third less than that of the standa-
lone model. Performance test results using the distributed deep
learning archival classifier system show that the creation of
models, model training, and classification tasks are very simple
for users to achieve ease of use. By training the distributed
archive classification model created in the system, the accuracy
of the model reached the target value of 80%, and comparing
the performance of the distributed model with that of the stan-
dalonemodel, it was found that the training speed of the distrib-
uted model was significantly higher than that of the standalone
model, achieving the high efficiency required by the system.

5. Conclusion

In the context of the big data era, the competition for data
resources is becoming more and more intense, and it is
important to fully recognize the great driving effect of data
on the development of human society. Big data technology
should be fully utilized in archival work, and archival mate-
rials should be deeply mined so that they can play their
proper functions in the big data environment and promote
the progress and development of society. The emergence of
digital archive management has improved the efficiency of
archive management, solved the problem of unreasonable
application of archival information, and promoted the devel-
opment of enterprises and institutions to a certain extent. In
the future construction of the value chain of archive man-
agement, the effect of digital archive management can be
ensured through innovative management concepts, expan-
sion of service contents, and establishment of management
teams. The wide application of big data technology in the
archive management work has put forward new target
requirements for the archive management work in the new
era. The archive management departments must address
the characteristics of archive management in the context of
big data, fully establish the awareness of big data manage-
ment, innovate and improve the new archive management
system, establish a wisdom archive management platform,
carry out two-way data management of archive information,
and comprehensively improve the level of archive manage-
ment. Although the proposed ELM-based framework yields
promising results, the traceability and interpretability of
the results still remain a challenge. As part of future study,
explainable AI techniques could be considered to achieve
the same and achieve more confidence on the generated
results.
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