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With the gradual rise in China’s ski industry, skiing is now the most common sport among winter outdoor sports, which is closely
related to the origin of safety issues. Based on the ski resort, training is the key to safety detection, only to ensure the safety of
training personnel and to maintain the momentum of high-speed development of skiing sports for a long time. ,e monitoring
system plays an important role in the wireless sensor network monitoring system. Common monitoring systems are used for
agriculture, smart home, and outdoor environment monitoring systems, most of which are professional fields. Based on the safety
of ski resorts, this paper puts forward the research of ski training safety system based on the wireless sensor. In the research of ski
training detection system based on the wireless sensor network, first, the safety system of domestic ski resort is analyzed and
detailed suggestions are given. ,en, this paper studies the routing protocol of wireless communication technology in detail and
compares the service life and energy consumption of nodes under the use of two different routing protocols in wireless sensor
networks. According to the data experiment in this paper, LEACH-MH protocol has great advantages over the LEACH protocol.
,e LEACH-MH protocol detects 185 more rounds than the LEACH protocol in the total detection lifetime. In the detection of
energy consumption of 100m∗ 100m, the LEACH protocol consumes 50J in 400 rounds, while the LEACH-MH protocol
consumes only 50J in 760 rounds.

1. Introduction

During skiing training, because the speed is too fast, it will
accidentally hit other people or other obstacles. Due to the
remote location and large area of the ski resort, it is difficult
to treat the injured in the first place.,erefore, it is necessary
to establish a ski resort safety training detection system to
ensure the safety of ski resort tourists and training
personnel.

Many scholars have studied the application of wireless
sensor and achieved good results. For example, Abdul Latiff
proposed a rider training monitoring system based on
wireless sensor networks. A stable and reliable wireless rider
monitoring system is very important for the establishment of
an intelligent and efficient sport management program. He
has developed and tested the trainingmonitoring system in a
real cycling training environment at a velodrome. ,e
system is designed to minimize packet loss. Based on TelG
nodes, he developed customized sensor nodes as forwarding

nodes and relay nodes, forming WSN. ,e WSN links to a
cloud network over the Internet, then builds the cloud
network, and designs end-user applications for data access.
It has carried out many experiments in real-life scenarios of
racing tracks to measure the reliability of the system ar-
chitecture. However, based on the actual experiment, the
sensor will be damaged in the process of intense experiment
and cannot be tested multiple times [1]. Zhou proposed a
safety monitoring system based on an information physics
system for blind cranes in the subway and underground
buildings. For his example study, he chose the Wuhan
subway tunnel that crosses China’s Yangtze River. He
designed a mud shield machine with a tool diameter of
15.76m, which can lift 44m in underground tunnel shafts.
To overcome this difficulty, CPS-SMS was brought forward
to simulate and monitor the lifting process to avoid unsafe
conditions of the crane and the cutter wheel being lifted. By
using IoT technologies such as positioning and tracking
based on wireless sensors, self-organizing Wi-Fi, and two-
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way communication, it can prevent accidents in the process
of changing lifting, and on this basis, no collision accidents
and casualties have occurred. Practitioners can apply CPS-
SMS to a variety of construction projects to reduce the
likelihood of blind lifting safety risks in complex environ-
ments. However, the system is too professional to be used by
beginners [2]. Niu has implemented a wireless monitoring
system for heavy metals in water based on improved optical
measurement and wireless sensor network technology. ,e
modular design method analyzes the characteristics of op-
tical sensor unit and equipment and develops the hardware
design and embedded software design of optical wireless
sensor node for the system. Finally, he evaluated the per-
formance of the system. Although the system has the
characteristics of high precision, low cost, and low power
consumption, the interface of the system is not humanized
enough [3]. Lutakamale and Kaijage proposed a wildfire
monitoring and detection system based on wireless sensor
networks. ,e system detects fires by monitoring ambient
temperature, humidity, and smoke. As soon as a fire is
detected, a warning message containing the possible location
of the fire is immediately sent to the responsible agency over
the cellular network. To make the system even more ef-
fective, communities living near forests or national parks can
use cell phones to send warning messages to responsible
authorities through the same system if they witness a wildfire
or illegal activity. To make the system fully functional, the
only requirement is to provide cellular coverage in forests or
national parks to enable SMS services. ,e prototype system
was developed using an Arduino microcontroller, multiple
sensors to detect temperature, relative humidity and smoke,
and wireless network connectivity modules. However,
according to the experimental data, he adopted cellular
network coverage, which was too expensive compared with
other detection methods [4]. In order to realize the col-
lection, management, and visualization of real-time infor-
mation of farmland, Zhang Xiao proposed a node for the
automatic collection of information based on solar panels.
,is kind of node is composed of an information sensor,
STM32 MCU, LCD, GPRS module, automatic collection
solar module, and monitoring interface. ,en, based on the
data collected by the sensor, the analyzed data are displayed
on the LCD and then sent to the host. In actual operation,
the node turns on the power consumption mode, so as to
achieve reasonable use of energy. According to the results,
this kind of node can accurately transmit data, and the power
supply module can meet the use of rainy days for 5 days, but
the data collection based on this experiment is too tedious
[5].

Hammoudeh pointed out that the security of the border is
of vital importance to every country, and changes in the border
can surely bring new challenges and intensify friction between
countries. ,e wireless sensing network is a low-cost moni-
toring network that can provide corresponding solutions for
monitoring large and complex scenes. ,e linear network
topology analyzed based on the scene of the monitoring area
poses new challenges. In the article, first, an indicator is defined
to measure the standard of WSN transmission detection. In
addition, amethod has been developed to calculate the number

of nodes and maintain wireless connections within the net-
work. ,en, a new cross-layer routing protocol called hier-
archical partition graph (LDG) is proposed, which is
specifically used to solve the communication requirements and
link reliability of topological linear WSN applications. ,e
performance of the protocol proposed in his paper is not
mainstream usage protocol in reality [6].

Wang proposed that wireless sensing networks can be
constructed and monitored system automation through a
variety of methods. One emerging app is to guide drivers
quickly to empty spaces in large parking lots during rush
hour. ,rough continuous information and gradient ascent
methods, he proposed a high-line-rate parking navigation
system. ,eoretical analysis proves the convergence of the
algorithm, which can effectively prevent parking lot con-
gestion caused by parking. According to research, this al-
gorithm is more efficient than existing algorithms. However,
this navigation value is applicable to traditional parking lots,
not the latest elevator parking lots [7].

With more and more problems related to ski safety, it is
difficult to apply the development stages of skiing to different
parts of the country. At present, there are few studies on
safety inspection of ski resorts in China, especially on safety
training inspection of ski resorts. Aiming at the safety di-
lemma of the ski resort, the detection of the ski resort area by
the wireless sensor can provide timely help for tourists and
other skiers and improve the safety factor of the ski resort.
,is paper provides intelligent and real-time detection
measures for ski resorts to improve the safety of ski resort
personnel [8].

2. Wireless Sensor Detection System of
Ski Resorts

2.1. Ski Resort Safety Measures. Ordinary tourists pay more
attention to the entertainment of ski resorts. ,ey seldom
consider the safety of ski resorts when choosing ski resorts
and do not consider the safety facilities of ski resorts as an
important basis for choosing ski resorts. In terms of in-
frastructure, the safety problems often encountered are as
follows: some ski resorts do not clearly indicate the grade,
length, and slope of the ski slopes, which makes it incon-
venient for skiers to choose the slopes according to their own
level and avoid risks; the settings of the ski slope protection
net are uneven, some dangerous areas lack protective nets,
some do not meet the specifications, some are neglected in
daily maintenance, and there are certain hidden dangers;
some ski slopes have a snow layer thickness of less than 0.3
meters, and some places have exposed debris such as soil and
rocks. ,e construction of safety facilities is the most basic
measure to ensure the safety of skiing participants. If the
construction of safety facilities is ignored, potential safety
risks will be buried [9]. ,erefore, the safety management of
the ski resort mainly has the following suggestions.

2.1.1. Improving the Market Supervision System. ,e gov-
ernment should strengthen the control of ski resorts, clarify
the scope of responsibility, establish a safety certification
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system for ski resorts, and collect requirements and eval-
uation indicators frommultiple departments, so as to realize
multifield joint inspection and supervision improve the
supervision level and reflect the fairness of supervision [10].

2.1.2. Strengthening the Safety Management of the Ski Resort.
While standardizing its rules and regulations, each ski resort
should define the person in charge of each link to take charge
of specific tasks and make full and reasonable use of fa-
vorable resources [11].

2.1.3. Improving the Construction of Ski Facilities. At the
beginning of the construction of the ski resort, the site se-
lection should be reasonable in view of the safety problems,
and themultidimensional consideration should be carried out
to eliminate the safety hidden dangers from the source. In
addition, actively improving the conditions of equipment and
facilities can greatly improve the skiing experience of par-
ticipants, and the safety is fully guaranteed [12].

2.1.4. Focusing the Cultivation of Talents. ,e development
of domestic skiing is relatively late, and people do not know
much about the dangers of skiing. ,erefore, skiing pro-
fessionals should play a more important role in public
participation in skiing.

2.1.5. Improving the Emergency Rescue Capacity of the Ski
Resort. Emergency rescue is the central link of the whole ski
resort safety rescue work. It refers to the ability to provide
emergency help and professional medical aid to tourists in a
timely manner after an accident. In order to improve the
professional ability and business level of the emergency
rescue of ski resorts and timely medical treatment in case of
accidents, ski resorts should establish a long-term cooper-
ative relationship with nearby hospitals [13].

2.1.6. Improving the Quality of Skiing Equipment.
Improving the quality of ski resort equipment, expand the
scale of ski resorts, pay attention to and replace ski
equipment in a timely manner, and improve the competi-
tiveness of their own ski resorts.

,e safety factors for injuries encountered in ski resorts
mainly include natural factors, facility factors, and human
factors. Human factors play a large part in the factors af-
fecting ski safety. Accidents caused by skiers themselves are
on the rise every year, especially for beginners.

2.2. Network Node Structure Based on the Wireless Sensor.
Wireless sensor networks are based on network nodes,
which are mainly composed of four parts: data acquisition,
processing, transmission, and power supply [14–17]. ,e
front end uses different sensors to collect or detect the in-
formation that should be collected and monitored by the
monitoring area. ,e data processing unit analyzes, pro-
cesses, and stores data. ,e wireless module is responsible
for the connection between remote components. ,e power

supply is responsible for supplying power to the sensor
assembly. ,is is the most basic set of wireless sensor
components.,erefore, additional modules will be provided
as needed [18], the structure of which is shown in Figure 1.

Compared with other networks, wireless sensor network
has the advantages of low cost, multiredundant peer-to-peer
network, high reliability, strong networking capability,
multihop routing, etc., and is compatible with communi-
cation networks with various communication modes.

2.3. Perceived Network Structure. ,e perception network is
to deploy nodes to the area that needs to be detected and use
the principle that adjacent nodes can be connected to
transmit data to build a huge wireless network. Each node
monitors the data collected in the area in a collaborative or
noncollaborative way, sends the information to the sink
node through multiple transmissions, rotation, and other
ways, and then sends the information to users through the
sink node. ,e user then controls the node according to the
transmitted data [19]. ,e architecture of the wireless sensor
network is shown in Figure 2.

2.4. Characteristics of the Wireless Sensor Node Network.
,e perception network has the following characteristics:

(1) Self-organization: before setting up the network and
sending data, there is no need to set up network
equipment, and the site is automatically configured
and managed. Once published, networks that can be
controlled and collected can be quickly created
through network processes and topology control
systems [20].

(2) Dynamic network topology: wireless sensor nodes
can be moved. Nodes may fail or lose power,
resulting in various problems and exit from the
network. Some nodes will be disconnected from the
network from time to time, while new nodes are
added to the network.,is indicates that the network
topology may be able to withstand the changes of the
network system from time to time [21].

(3) Multihop routing: the data collection range of sensor
components is only a few hundred meters, and the
communication capability is very limited. To com-
municate with sensors outside the display area, the
transmission must be controlled by intermediate
nodes.

(4) Many nodes and wide distribution: the distribution
area of sensors is generally very large, so the density
of the distribution in this area is also very high. ,is
makes the scale of the wireless sensor network larger
[22–24]. ,e workflow of the wireless sensor is
shown in Figure 3.

2.5. Requirements of the Deployed Wireless Sensor Network.
,e area of the ski resort is generally large, so the wireless
sensor network needs to be deployed in a large area, and the
cut data need to ensure real-time and continuous collection,
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Figure 2: Architecture diagram of the wireless sensor network.

4 Wireless Communications and Mobile Computing



processing, and aggregation. As an emerging technology in
the twenty-first century, wireless perception networks can
monitor and manage data in real-time [25]. All large-scale
monitoring needs to be clear are as follows:

(1) Number of nodes
(2) ,e number of relay transmission nodes
(3) ,e frequency fluctuation of data collected by each

node
(4) Maximum transmission power of the node
(5) ,e maximum power generated by node operation
(6) ,e maximum value of delayed data and the max-

imum allowable range of lost data

2.5.1. Classification of Sensors and Wireless Communication
Technology. Sensors can be classified according to input,
output, principle, basic effect, energy transformation, and
technology, as shown in Figure 4.

Designing wireless sensor network nodes needs to follow
the following main principles: (1) miniaturization and low
cost; (2) low power consumption; (3) flexibility and scal-
ability; (4) robustness.

Up to now, commonly used wireless communication
technologies mainly include Wi-Fi, infrared, Bluetooth, and
ZigBee. According to Table 1, the specific parameters of
communication technology can be obtained as follows:

(1) Wi-Fi technology usually uses the IEEE 802.11b
standard, with the transmission rate reaching
11Mbit/s and the communication distance reaching
about 100 meters. Wi-Fi is a technology that con-
nects devices to the Internet and is mostly applied to
electronic devices such as laptops, mobile phones,

and pads. However, due to high cost and power
consumption, it cannot be popularized in wireless
sensor networks [26].

(2) Infrared technology uses infrared light to transmit
data information. Its implementation and operation
are relatively simple and cost is low, but the infrared
light is easily blocked, which requires no obstacles
between devices and can only be directed trans-
mission, so it cannot flexibly build a network.

(3) Bluetooth uses the IEEE 802.15.1 communication
standard. ,e data transmission rate can reach
1Mbit/s, and the communication distance can reach
10m. Bluetooth is suitable for small amounts of data
transmission. ,e typical application is wireless data
communication between a mobile phone and a
Bluetooth headset. Compared with ZigBee tech-
nology, its protocol is more complex, and node
power consumption is high, so its application is
limited to some extent.

(4) ZigBee technology adopts IEEE 802.15.4 standard.
Compared with the above three communication
technologies, it has the advantages of low power
consumption, low cost, low complexity, and large
network capacity, so it has a wide application and
prospect in wireless sensor networks. ,e specific
transmission rates are shown in Table 2.

Wireless sensor network (WSN) is a wireless data
transmission network based on technical specifications
and network protocols. Wireless sensor network has
moderate transmission distance, reliable communication,
avoiding problems caused by collisions, and short waiting
time for transmission. ,is process is nonpatented, which
greatly reduces the cost and enables wireless sensor
networks to have automatic configuration, automatic
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recovery, and power management capabilities. A network
can have multiple network nodes, and the entire network
can support more nodes if assisted by the network co-
ordinator. Combined with the integration of different
network adapters, the number of nodes can be significant.
It is very suitable for large-area sensor network layout.
,e specific sensor network structure is shown in
Figure 5.

2.6. Use of Wireless Sensor Technology

2.6.1. Compressed Sensing Technology. In the past few years,
scientists have developed a technology that can compare
sensing. ,is technology will not be limited by the
Nyquist law and can construct a relatively perfect signal.
,e characteristics of CS technology include the inte-
gration of signal coding and sampling technology into
perceptual compression technology. ,e distributed
compression theory is an extension of CS. ,e biggest
difference between DCS and CS is that CS receives one
signal at a time while DCS can repeat multiple signals at
the same time.

Compressed sensing technology mainly studies how to
effectively capture and recover short signals from uncertain
systems using a few observations. It should be noted that
the compressed sensing model itself does not directly
recognize X signal but displays X signal on the sensor panel
to obtain the observed Y value. ,e specific formula is as
follows:

Y � ΦX. (1)

Here, X is an n-dimensional discrete signal, namely,
X ∈ RN∗N. If the signal is high-dimensional data, it can be
vectorized. Y is the observation vector, namely, Y ∈ RM∗1;
Φ ∈ RM∗N is the measurement matrix.

And, K− signal X is sparse Ψ � Ψi 
N
i�1, i.e.,

X 
N

i�1
ΨiSi � ΨS,

or S � Ψ−1
X.

(2)

Here, K represents the sparsity, and K<N; S is the
transformation coefficient, and S ∈ RN×1 is the other little
column vectors. Ψ is member of Ψ1,Ψ2  ∈ RN×M and
represents transformation basis or sparse basis. ΨT repre-
sents the transformation matrix, and Ψ is the orthogonal
matrix, so ΨTΨ � ΨΨT � I and I in the formula represents
the identity matrix.

Substitute (2) into (1) to obtain

Y � ΦX � ΦΨS � ΘS. (3)

In formula (3),Θ represents the data matrix of the sensor
node, the holographic basis: Θ � ψΦ ∈ RM×N.

In the process of perceptual compression, there are three
parts as follows: signal sparsity, matrix design, and recon-
struction algorithm design.

2.6.2. Selection of the Optimal Cluster Number. After
completing network partitioning, the optimal number of
clusters must be selected first, and then, the leading cluster
must be selected. ,e number of cluster heads can directly
affect the consumption when transferring data. If the
number of clusters is large, the corresponding number of
nodes will increase, consuming more energy in terms of data
integration and gateway communication. However, if the
number of clusters is small, the area covered by each cluster
will increase, data will be transmitted through multiple
jumps, and the amount of energy generated by data
transmission will increase in proportion to the total energy.
If the cluster size is too large, the lifetime of the whole
network will be affected. ,erefore, the optimal number of
cluster heads must be analyzed to extend the service life of
the entire wireless sensing network. To get the best number
of cluster heads, LEACH energy consumption model is used
to calculate.

In wireless sensor networks, the power gap between
cluster nodes and other nodes is particularly obvious in data
acquisition, transmission, and processing. ,e power model
of the LEACH process is the output circuit, the power
amplifier, and the receiving circuit. ,e power consumption
of the amplifier is related to distance d, and the other two are

Table 1: Comparison table of the wireless communication technology.

Wi-Fi IrDA Bluetooth ZigBee
Frequency 2.4GHz Infrared 2.4 GHz 2.4GHz
Bandwidth 11Mbps 4Mbps 1Mbps 250 kbps
Transmission
distance 0–100m Orientation

1-2m 0–10m 0–75m

Cost High Low Lower Lowest
Number of linked
devices 30 2 7 65000

Specific business Image and voice
data exchange

Small mobile
device

Small data exchange, such as
pictures and documents

Suitable for use in the field of automatic
sensor control and various embedded devices

Table 2: Frequency bands and data transfer rates used by ZigBee
technology.

Working frequency Data transfer rate Number of channels
2.4GHz 250 kbps 16
915MHz 40 kbps 10
868MHz 20 kbps 1
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related to the power consumption of the circuit itself. ,e
specific formula for distance d and energy consumption is as
follows:

d
d
2
, d<d0,

d
4
, d≥d0.

⎧⎨

⎩ (4)

Here, d0

������
eis/emp


, emp, and eis are all power attenua-

tion coefficients. ,e former is for the multipath atten-
uation model, and the latter is for the free-space model.
Based on the above information, the total energy con-
sumption formula is as follows:

ET(L, d) � Et−elec(L) + Eamp(L, d) �
LEelec + Lefsd

2
, d≤d0,

LEelec + Lempd
4
, d>d0.

⎧⎪⎨

⎪⎩
(5)

,e power consumption formula for receiving Lbit in-
formation is as follows:

ER(L) � LEelec. (6)

Eelec in formula (6) represents the energy consumed by
the circuit when data are sent and received. ,e energy
consumption formula of cluster head nodes in the first
round is as follows:

ECH � ER

n

k
− 1  + EDA

n

k
+ ET

� L Eelec
n

k
+ EDA

n

k
+ empd

4
toBS .

(7)

In formula (7), image represents the distance from any
node to the NMS. Since the distance between the two is small,
d∝ d2 is used, where d< d0. ,e formula of energy con-
sumption of this node is as follows:

ECM � ET � L Eelec + efsd
2
toCH . (8)

dtoCH, in formula (8), is the distance between the node
and the cluster. Since the sensor nodes are randomly placed,
it is assumed that the density of pi is p(x, y), and the

coverage area of the partition is m × n, so the expected
distance formula is as follows:

E d
2
toCH  � Br

3
× p(r, θ) × rdrdθ. (9)

,e radius of this region is r � m/
���
kπ

√
, which is

substituted into formula (9) in combination with the
function of distribution density to obtain

E d
2
toCH  � Br

3
+ pdrdθ � p 

2π

0
dθ

m/
��
kπ

√

0
r
3dr �

m
2

2kπ
.

(10)

By substituting formula (10) into formula (8), the energy
consumption formula of each sensor node can be obtained
as follows:

ECM � L Eelec +
efsm

2

2kπ
⎛⎝ ⎞⎠. (11)

Combined with formula (11) and formula (7), the energy
consumption of each cluster in a single operation can be
obtained, as shown in the following formula:

Ecluster � ECH +
n

k − 1
 ECM ≈ ECH +

n

k
 ECM

� L Eelec
2n

k
  + EDA

n

k
  + eemd

4
toBS + efs

m
2
n

2k
2π

 .

(12)

,en, formula (12) is used to obtain the total power
consumed in the cycle.

Etotal � kEcluster � L Eelec(2n) + EDAn + kempdtoBS

4
+ efs

m
2

2k
2π

 . (13)

In formula (13), dtoBS represents the average distance
between the cluster head and the NMS. And the optimal
number of clusters is as follows:

dEtotal

dk
� lempd

4
toBS − lefs

m
2

2k
2π

 n � 0. (14)
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Figure 5: ZigBee wireless sensor network diagram.
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,en, the formula to distinguish the optimal number of
clusters is as follows:

kopt �

�����������
n

2π
efs

emp

m

dtoBS

2



. (15)

Figure 6 shows the flow of the LEACH algorithm.
In the security of traditional wireless sensor network, as

the relay station of information forwarding, it is natural to
choose the node with high trust. ,is leads to the excessive
energy consumption of the node, which leads to network
segmentation and other phenomena. ,erefore, the trust
degree of energy should be taken as reference data when
building the model. ,e consumption formula of this node
at runtime is as follows:

Receiving Cost(k, d) � Eelec × k,

Sending Cost(k, d) � Eelec × k + Eamp × k × d
2
.

(16)

Here, Y and K, respectively, represent the transmission
node and the number of data bits; D represents the distance
between the two nodes; and Eelec and Eamp, respectively,
represent the energy consumption and the energy consumed
by the transmission signal.

,erefore, if node y transmits data according to a certain
SNR, the energy consumption data are as follows:

EC � 2 × Eelec × k + Eamp × k × d
2
. (17)

When the energy of the initial node is EB, the formula for
the remaining energy ES when it passes through the y node is
as follows:

ES � EB − EC. (18)

,erefore, when the energy trust value of the node
reaches Eth, it means that the node can participate in the
operation. ,erefore, the trust degree ETy of y node is
defined as follows:

ETy

1, ES≥Eth,

0, ES≤Eth.
 (19)

2.7. Sensor Routing Protocol Selection

2.7.1. LEACH Routing Protocol. Because ski resort has the
characteristics of large area, wide distribution, irregular
shape, etc., the clustering routing protocol is chosen. For the
special environment of the ski resort, the clustering routing
protocol has the following advantages:

(1) Due to the large number of nodes distributed in the ski
resort, it is difficult to maintain the nodes, so it is
necessary to extend the network life. ,e clustering
routing protocol can reduce the total energy con-
sumption of the network and prolong the network life.

(2) In a bad environment, nodes are prone to accidental
death. ,e clustering routing protocol divides the
entire network into several clusters, and each cluster
is independent of each other. When sensor nodes are

disconnected from the network, the network to-
pology changes little, so the network stability is very
strong.

(3) ,e cluster-head node is responsible for transmitting
the data of the network monitoring area and can also
send the instructions conveyed by the monitoring
platform to each node, which is very convenient for
management.

2.7.2. LEACH-MH Routing Protocol. In view of the regional
characteristics of the ski resort, a new energy-saving opti-
mization routing algorithm is proposed based on LEACH
protocol, which is named LEACH-MH. ,e LEACH pro-
tocol proposed earlier is a low power adaptive hierarchical
routing algorithm in wireless sensor networks, but the nodes
transmit data to the cluster head through one-hop com-
munication, and the cluster head also transmits the aggre-
gated data to the base station through one-hop
communication. ,is will cause the cluster head node to be
overloaded. ,e cluster head multihop algorithm is intro-
duced in the LEACH protocol. ,e proposed LEACH-MH
algorithm protocol makes a multihop optimal path between
the cluster heads leading to the base station; thereby, re-
ducing the energy consumption of the cluster head node
prolongs the life of the sensor network and increases the
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Figure 6: Flow chart of LEACH clustering algorithm.
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coverage of the network. Because in LEACH protocol,
cluster communication is proportional to the square of
distance squared. ,erefore, the relay node should be se-
lected as close to the cluster head as possible to be re-
sponsible for direct communication with the cluster head.

3. Experiment Using the Wireless Sensor

3.1. Wireless Sensor Transmission Test. In this experiment,
three ZigBee modules were selected as coordinators, routers,
and terminal nodes. Under the condition that the nodes are
normal, the optimal transmission distance between the two
nodes is tested in the open area and the forest area, respectively.
As the distance between two nodes increases, the information
data received by the wireless sensor are shown in Table 3.

As shown in Figure 7, the transmitted power of the node
in this experiment is 35 dBm. ,e signal received strength is
less than 97 dBm, and the data cannot be received, so the
overall setting is above 97 dBm. According to the experi-
mental data, the signal of the wireless sensing network in the
open field is relatively stable within 400M. When the dis-
tance exceeds 400M, the issuer transmission begins to be

unstable, the frequency of data loss begins to rise, and the
data reception efficiency begins to drop rapidly.

As shown in Table 4, in the test based on snow forest, due
to the coverage of trees and vegetation and the influence of
rain and snow, the test distance is also different.

According to the data in Figure 8, the data obtained from
the test in the woods of the ski resort show that the packet
loss rate of the data is low when the distance is less than 50m.
When the distance is larger than this, the packet loss rate
increases dramatically, so the optimal communication dis-
tance in the forest is about 50m.

3.2. Comparison of Service Life of the Wireless Sensor. In this
experiment, 100 nodes were selected to carry out experi-
ments on the number of data transmission rounds in two
protocols, at a distance of 50 meters and 100 meters,
respectively.

As shown in Figure 9, the detection on the left is based
on 50M. As the number of test rounds continued, the first
dead node of LEACH protocol appeared at about 175
rounds, while the node stopped running of LEACH-MH

Table 3: Test data in the open area.

Transmission distance (m) 10 50 100 150 200 250 300 350 400 450 500
Signal strength (dBm) −45 −57 −65 −69 −72 −75 −80 −86 −91 −95 −97
,e amount of data packets sent 100
Receive data volume 100 100 100 99 98 96 94 92 90 54 8
Packet loss rate% 0 0 0 1 2 4 6 8 10 46 92
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Figure 7: Open area test map.

Table 4: Transmission test in the snow forest area.

Transmission distance (m) 1 5 10 20 30 40 50 55 60 65 70
Signal strength (dBm) −36 −65 −74 −78 −82 −87 −91 −93 −95 −96 −97
,e amount of data packets sent 100
Receive data volume 100 100 100 99 96 92 90 81 54 23 8
Data loss rate% 0 0 0 1 4 8 10 19 46 77 92
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protocol appeared at about 360 rounds. In the test on the
right based on the 100m distance process, the node stopped
running in the first 10 rounds of LEACH protocol. In
LEACH-MH protocol, the node stopped running around
190 rounds.

3.3. Comparison of Energy Loss. Energy-loss data represent
an important indicator of wireless sensor operation. Fig-
ure 10 shows the data obtained from the energy test at a
distance of 50m∗ 50m and 100m∗ 100m.

As shown in Figure 10, at a scale of 50M∗ 50m, the total
power consumed by the network reached 50J after running
around 570 rounds in the test of LEACH protocol. On the
basis of the LEACH-MH test, it still failed to reach 50J at 800
rounds. On the scale of 100m∗ 100m networks, 50J was

achieved in only about 400 rounds of LEACH testing. In
tests using the LEACH-MH protocol, it took 760 rounds to
achieve a total energy consumption of 50J.

4. Discussion of Wireless Sensor
Network Experiments

According to the data experiment in this paper, the in-
fluence of site on node distribution and network received
data is tested, respectively, in the research on the dis-
tribution scale of wireless sensing network. According to
the data, as the ski resort is large and partly covered by
trees and vegetation, the optimal node distribution dis-
tance is 50M, which can ensure the accuracy of data
transmission. ,e data of the two routing protocols are
compared on the basis of comparing the energy
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Figure 8: Data test chart of snow forest.
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consumption and lifetime of nodes. According to the data
reality, the LEACH-MH protocol has more advantages
than LEACH routing protocol, which can save energy and
prolong life.

5. Conclusion

Based on the characteristics and advantages of the
wireless sensor network, this paper makes full use of the
latest wireless sensor network technology, such as sensor
technology, wireless communication, and computer
technology. ,is paper designs a training and detection
system for the ski resort to ensure the safety of training
personnel in the ski resort. In this paper, the original ski
resort security system is analyzed and suggested, and
then, the wireless network is reconstructed based on the
wireless sensor. On the basis of the wireless sensor
network of the new component, the factors affecting the
network are analyzed, and then, the most suitable net-
work routing protocol and network distribution scale are
selected according to the data obtained from the
experiment.
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