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Task scheduling for the cloud is one of the main advances in IoMT stage, which impacts the whole execution of the cloud
resource. Cloud is a proficient headway for computation, and it encompasses data storage, management, and manipulation in
large volumes. Thus, a proposition is being made a better approach to proffer task scheduling in the cloud. In this case, a new
hybrid genetic algorithm (HGA) is proposed. The proposed HGA method will be justified by contrasting it with the previous
researches and approaches. The CloudSim is utilized to quantify their effect on various metrics like timing factors and resource
utilization. The proposed HGA technique enhanced the viability of task scheduling with a better execution rate of 32.57ms.
Thus, the experimented outcomes show that the HGA also reduces cost profoundly.

1. Introduction

A reasonable scheduling technique is required to schedule
these IoMT requests to cloud resources. Scheduling task is
classed as one of the focal issues for computing in IoMT-
cloud. The IoMT-cloud is progressed with the improvement
of PC and association advancement. This prompts the exe-
cution of all tasks efficiently and also provides patients with
formidable QoS [1, 2]. Task scheduling for the cloud is one
of the main advances in IoMT stage, which impacts the
whole execution of the cloud resource. Authors in [3] pro-
posed a scheduling computation for tending to the cloud
task to further develop scheduling estimation, which can
get the more unobtrusive time and lower cost for doing for
each process. Numerous investigations show that IoMT-
cloud task scheduling problem is termed as a NP-hard prob-
lem, which has been concentrated by various analysts. The
work in [4] proposed particle swarm optimization (PSO)
to deal with the idea of the organization of users. It has
achieved extraordinary results in the field of arranging
resources to cloud tasks ensuing in finishing a huge number
of coherent tasks. It incorporates a moderate speed of pro-
cessing and is essentially caught in more waiting time.

Authors in [5] prepared a hereditary reenacted tempering
estimation for task arrangement with twofold fitness, and
this can effectively change the solicitations of the clients for
the properties of tasks and work on the clients’ satisfaction
appropriately. Authors in [6] use the procedure for tending
to the cloud task scheduling by exceptional self-changing
underground ant colony optimization (ACO) in handling
the scheduling of tasks.

To work on scheduling issues adequately in the IoMT-
cloud stage, the environment has to be viewed and studied.
Figure 1 provides a proper view of the IoMT-cloud. Cloud
is a proficient headway for computation, and it encompasses
data storage, management, and manipulation in large vol-
umes and uses that data to understand a given outcome
[7–11]. This reduces the outright period of manpower and
lessens the cost, in the health system. This is a foremost
advancement that makes use of the probability of business
execution of computer programming with patients publicly
[12]. IoMT-cloud is another progression gotten from grid
computing, and it suggests involving enrolling assets in an
association and accommodating recipients on demand
through the Internet [13]. Scheduling in the cloud is one of
the major factors in IoMT that it is considered to be the
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essential factor that controls several operations like flexibil-
ity, patient resource sharing, and power use. Regardless,
there are various troubles normal in IoMT scheduling. High
execution rate can be caused by the scheduling technique,
and task weights for each process will be scattered across
all resources adequately and effectively to get less hold-up
time, execution time, and most outrageous throughput. This
process can solve a segment of the troubles faced in IoMT
computing.

The critical ideal process of IoMT experimentation is
that it propels authentic use of resources [14]. Each impacts
the other. Fitting these IoMT tasks adequately might achieve
efficient utilization of resources. With this, patients can get
content wherever and without hoping to contemplate the
working of the establishment. IoMT works on no limit pro-
vided that there is an internet connection. Therefore, task
sharing and resource utilization in the IoMT stage are two
sides of a lone coin. The cloud propels organizations to
breach the gap between users or patients [15]. Cloud organi-
zation can scale up or down resources in the IoMT stage, per
the solicitations of the applications. The cloud organization
client can rent the resources at whatever point and release
them with no difficulty. The cloud organization provides
remote assistance regarding any application or resource to
the users. This is a central purpose of the IoMT-cloud com-
putation; nonetheless, the organization may be responsible
for paying additional costs for this proposition. The example
of the IoMT-cloud trends is depicted in Figure 2. Conse-
quently, resource management and task scheduling are
required bits of IoMT-cloud research [16]. In handling com-
plex task scheduling-related issues, the usage of scheduling
computation is recommended. The adequacy of resource
uses depends upon the scheduling and resource weight,
rather than the unpredictable designation of resources.
Scheduling in IoMT-cloud is for the most part used for han-
dling complex endeavors (client requests). Such arranging
computations impact the resources.

In this work, the commitment provided has described
major factors that are required for task scheduling, which
are as follows: a survey on task scheduling optimization; a
portrayal and analysis of the result gotten from the examina-

tion; proposing an HGA for IoMT-cloud compared to previ-
ous studies; and summing major points and issues in this
paper.

This work is segmented as follows. Section 2 gives the
background about scheduling procedures and techniques
in the IoMT-cloud stage. An introduction to various litera-
ture reviews which add to the idea of the method and exper-
imentation utilized is introduced in Section 3. Section 4
provides the problem statement proposed in the research,
while in Section 5, the used technique, materials, and the
proposed method utilized in experimenting are discussed.
Section 6 discusses the outcomes of the experiment. Section
7 presents the conclusion and the closing remarks. Table 1
shows the list of abbreviations used.

2. Background

Here, it discusses the notable optimization scheduling tech-
niques. More light will be given in the literature concerning
related works in the cloud environment.

2.1. Shortest Job First (SJF) in IoMT-Cloud. In this conven-
tional methodology, a need is given the length of the task
process. It begins from the least to the task with the highest
process. In this model, the task is organized on their neces-
sities. The mentioned resource is then allocated to the task
process that has the littlest time [18]. It is a rule of a medium
waiting time among all other computations. The model is
known as a precautionary methodology that picks on cycles
that have the least execution time. It does not guarantee task
fairness when tasks are distributed to VM [19]. Be that as it
may, it has a more drawn out finish time. With this, this pro-
cedure is said to be a static scheduling procedure. This is a
direct result of tasks with high processes being left unat-
tended to, while little processes are taken care of. It has these
processive traits:

(i) It will always be aware of the next task process

(ii) It lessens the waiting time for the task process as it
processes little task before huge ones

Fleet of IoMT
devices

Wi-Fi or cellular
connectivity

Device management
& third party services

IoT device cloud

Figure 1: IoMT-cloud platform illustration.
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2.2. First Come First Serve (FCFS) in IoMT-Cloud. FCFS is a
customary methodology, a task that shows up first is served
first. The latest request from the patients is installed into the
tail of the line. The solicitation of assets relies upon the time
of task arrival. This is one of the standard methodologies,
and it is more alluring than different methodologies [20].
It depends upon the standard of FIFO with lesser complexity

than other computations techniques [21]. This process is
immediate and expedient. Whenever we have immense
requests, all requests delay until the primary occupation is
done. To evaluate the achievement by this technique, we will
test them and subsequently gauge their impact on a few
legitimate rules in the methodology. With this, this booking
strategy is the static methodology. The FCFS has these
qualities:

(i) Prioritization depends on the main request and each
cycle towards the end finish before new cycle

(ii) This kind of computation does not work honorably
with postponing traffic as holding time and mapping
are for the most part on the higher side

2.3. Round Robin (RR) in IoMT-Cloud. In this conventional
methodology, all task process is executed with fairness. In a
general sense, this approach is differentiated to the static
type as a result of its dynamicity [22]. Right away, all task
processes are given equivalent time for execution which is
once in a while called the quantum time. All processes are
kept in the solicitation as they show up [23]. In light of the
model utilized in this work, the quantum is picked given
the mean of the cumulative process time. Right after decid-
ing the mean, it will portray the finish time at the same time.
It usually has these properties:

(i) Assuming we apply a more restricted quantum, by
then, productivity might become low

(ii) Juggling the quantum to get a decent time will
increase time process efficiency
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Monitoring social media comments to determine overall brand affinity and issues

Tailoring promotions (online or offline)

Automating call distribution

Financial trading (e.g., high-frequency trading enabled by AI)

Information technology
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Figure 2: Trends of IoMT-cloud [17].

Table 1: Abbreviations used in the work.

Terms Meaning

SJF Shortest job first

PSO Particle swarm optimization

ICT Information and communication technologies

QoS Quality of service

RR Round robin

IaaS Infrastructure as a service

TET Total execution time

AI Artificial intelligence

ML Machine learning

NP Nondeterministic polynomial

GA Genetic algorithm

ACO Ant colony optimization

TFT Total finish time

TWT Total waiting time

PaaS Platform as a service

FCFS First come first serve

PC Personal computer
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2.4. Genetic Algorithm (GA) in IoMT-Cloud. The GA is an
AI strategy that has gained ascend in execution lately. The
GA is a metaheuristic approach that deals with the founda-
tions of hereditary qualities and regular determination. The
GA approach begins in light of its underlying population
[24]. The general population is taken self-assertively to fill
in as the early phase for this procedure. A fitness calculation
is always used to get the fittest of the chromosome for a gen-
eral population. Given these factors, chromosomes are
picked, and mating operations are carried out on them for
the new generational population. The fitness variable sur-
veys the idea of each successor [25]. This paper will utilize
an HGA approach which is an adjusted GA approach for
greater legitimacy. It will be examined further in the next
segment. The fundamental GA approach is exhibited below:

(i) Initialization: Generates an initial populace

(ii) Fitness: Based on the fitness value, calculate for each
chromosome

(iii) Mating pool: Select the 2 best chromosomes after
wellness handling, and this is otherwise called the
guardians. Hybrid produces results by choosing
chromosomes to play out this activity to deliver
new chromosomes known as posterity. At long last,
mutation happens by playing out the change strat-
egy on the chromosomes for a superior
chromosome

(iv) Fitness: Based on the fitness value, calculate for each
chromosome

(v) Repeat 2 to 5 until meeting the end condition. A
stopping condition may be the number of cycles

(vi) End procedure by giving the result of the best chro-
mosome as the last outcome

3. Literature Review

This section gives an overview of several studies on schedul-
ing arrangement and resource distribution. Various experts
put forth replies to solve the problem of scheduling. Authors
in [26] put forth a multiobject technique that applies better
differential progression computation. However, task types
are not emphasized in this philosophy. Thus, further
improvement can even presently be made. However, this
current technique provides a cost and time model for con-
veyed scheduling. This process does not depict the genuine
utilization of resources. Authors in [27] put forth a queue
arranging and changing estimation that does not emphasis
on work sizes. A programming nonlinear model was used
to disperse assets for tasks. Likewise, in [28], they introduced
the preparation of tasks reliant upon an excursion lining
model. Nonetheless, writers in [29] proposed the scheduling
of users request while pondering transmission of informa-
tion as a resource. In [30], they proposed analytic hierarchy
process (AHP) situating based endeavor arrangement. The
proposed system does not focus on rashly finishing the pro-
cesses and starvation. Authors in [31] proposed an

acquainted moving skyline approach with planned tasks.
They considered the FCFS process for managing demands
when assets are free. Subsequently, in [32], they antici-
pated equivalent extraordinary weights based on incoming
demands. Writers in [33] put forth a need-based business
scheduling estimation for use in disseminated registering.
Authors in [34] put forth the use of a metaheuristic
upgrade to diminish costs through task arranging. In
[35], they introduced the high-level cost of energy and
coating delay goals. This system does not ponder the avail-
ability of resources or the weight of tasks. Be that as it
may, in [36], they proposed the usage of modified bug
area upgrade in load changing. Authors in [37] proposed
a system subject to a multiguidelines computation for
arranging specialist load. This strategy works on the make-
span of a work. Thus, in [38], they put forth a resource
assignment problem that means to restrict the full-scale
energy cost of appropriated scheduling structures while
meeting the foreordained client level SLAs according to a
probabilistic point of view [39–41]. Here, they have
applied a contrary philosophy that applies a disciplined
approach on the off chance that the client does not meet
the SLA plans. Consequently, in [42], they proposed a
structure subject to the requirement for performing a dis-
tinguishable weight schedule that uses coherent movement
measures. The technique robotizes the cycle and dimin-
ishes the piece of human management, while in [43], they
introduced a central weight changing the decision model
in the cloud. A couple of makers have proposed a heuris-
tic estimation to handle task arranging and resource task
issues portrayed already. Regardless, the technique is lack-
ing in choosing the weight of center points and, arrange-
ment nuances, and the complete phase has no support,
as needs are achieving a lone reason for dissatisfaction.
Moreover, in [44, 45], they focused on arranging
endeavors while contemplating various goals. This tech-
nique coordinates additional examination on task planning
and resource distribution.

Another approach scheduling approach is using the ant
colony optimization (ACO) planning computation. Authors
in [46] proposed using hybridization of bug region move-
ment strategy for reasonable weight-changing process, using
bug settlement min-max methodology, and inherited esti-
mation. This, finally, processes the amount of pattern of vir-
tual machines from the cloud applications. They proposed a
solid method to restrict movement cost of VM and also hold
tight to the SLA (service level agreement) which guarantees a
QoS. Through this, the need is apportioned to VM to extend
the response period of the system and to achieve better
weight changing. Authors in [47] proposed a procedure that
assists the starvation in work change. To vanquish this trou-
ble, they used innate computation with the logarithmic least
square strategy. With this, [48] put forth an improved GA by
using the fragmented people decline procedure planned par-
enthood of the rocky mountains (PPRM). Authors in [49]
have audited keen cloud scheduling for load changing and
proposed antlion optimizer (ALO) to provide better out-
come in changing the cloud storage. After this cycle, GA is
implemented to the new populace and observes fitness
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regard. This gives more huge courses of action, while ALO
handles the gigantic issue in space.

The following are the three principle exercises. Funda-
mental GA has terms called mutation, crossover, and fitness
work. Authors in [50] have looked into extraordinary GA for
making a response. They have considered a need-based basic
evaluation. By this idea, they achieved better ordinary
response time and augmentations cloudlets with change
encoding. It helps with decreasing time in waiting. In [51],
they have proposed a cloud-based approach for the most
part of the storage and dynamic multimedia load balancing
(CSdynMLB) technique to change the stack for specialists.
They have introduced job unit vector (JUV) and processing
unit vector (PUV) terms to get the fitness of individuals. A
similar need is applied to every one of the requesting and
ensures better QoS, high interoperability, and flexibility.
Authors in [52] have proposed cross variety genetic compu-
tation like genetic ant colony algorithm-virtual machine
placement (GA-GEL) estimation for VM load balance pro-
cess in the cloud. In [53], they put forth the genetic ant col-
ony algorithm-virtual machine placement (GACA-VMP)
method for managing settling VMP issues using further
developed ACA. The outcome showed up with the Cloud
Analyst proliferation gadget that fluctuates with a different
number of server ranches. Through this procedure, they
have picked a feasible way in two phases. This is gained to
successfully pick the genuine specialist and assemble the
resources [54–59]. Yet it has been discussed in the literature
that there are still various areas that need tending to, and
this work proposed here aimed to settle these issues.

4. Problem Formulation

This research addresses the issue of task scheduling in the
IoMT-cloud which is a widely distributed and heteroge-
neous environment. Here, the sets of processors and tasks
are considered as Pm and Tn, respectively. Let us say the
available Pm processors for some set of tasks Tn, with no
sharing during execution. Let ECT be the expected comple-
tion time, which contains estimated time for execution of a
particular task on each resource, and the estimated comple-
tion time of a resource. The goal here is to reduce the total
completion time of task execution. To increase resources uti-
lization and minimize the time, the tasks have to be effi-
ciently scheduled or mapped appropriately on the
resources available. The depiction is shown in Figure 3.

Tn = T1, T2,⋯, Tnð Þ,
Pm = P1, P2,⋯, Pmð Þ,

ð1Þ

where Tn is given by set of tasks and Pm is set of resources.
The goal here is to map Tn ⟶ Pm.

5. Proposed Methodology

The IoMT-cloud has different characteristics which gives
benefits to the end client. The major features of IoMT-
cloud are self-redesigned, adaptability, and customization.

The structure intends to work on the display of scheduling
in IoMT, while simultaneously diminishing computational
costs. The hopeful features of cloud resources are essential
to permit organizations that absolutely layout clients’ fulfill-
ment. The key objective is to expect the best technique for
the scheduling process when required. Certain bodies should
be considered while satisfying these destinations like cloud
providers and clients of the cloud. To achieve this, we play
out a calculated assessment for scheduling in the IoMT-
cloud environment and optimize it by utilizing the proposed
AI approach which will be the HGA. Furthermore, we sepa-
rate the essentials and consequences of utilizing quality of
service (QoS) with the proposed outcome. The calculation
ought to be sufficiently skilled to manage the issues related
to scheduling like resource questions, lack of resources,
and over-provisioning of resources.

The user demands the assets, and the cloud supplier is
liable for the task of the expected asset, so the client evades
the infringement of the service level agreement (SLA). For
the strategies for arranging IoMT-cloud assets, the cloud
information service (CIS) is responsible for the properties
of each resources and its availability. The cloud scheduler
must be efficient to designate different virtual machines
(VMs) to various processes. Thus, the scheduling process
in the IoMT-cloud is shown in Figure 4. The proposed AI
technique will use a hybrid genetic algorithm (HGA) with
the blend of a dynamic round robin and a local search, with
a variation in step from the authors’ previous research, and
the depicted outcome will predict the result by recognizing
the one with the best result. The outcomes are broken down
in light of various related limits (the client and supplier
desired) with the best outcome being discussed in the
accompanying subsection.

5.1. Hybrid Genetic Algorithm (HGA). GA portrays a general
population upgrade technique in light of a progression pat-
tern of nature. In GA, each chromosome addresses a possi-
ble response for an issue and is made from a progression
of characteristics. Given fitness factors, chromosomes are
picked, and mating is performed for a new populace to
emerge. The fitness evaluates the idea of each successor. Fit-
ness is described to look at the worth of the chromosome for
the general population. The cycle of fitness calculation is

Set of task

T1

T1

T1

Pm

T1

T1

T1

Set of resources

Mapping

Server

Storage

Figure 3: Scheduling task mapping.
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repeated until satisfactory successors are made. Here, this
approach will have a slight variation from the author’s previ-
ous research. The proposed HGA will combine dynamic
round robin and a local search algorithm known as hill
climbing. The flowchart of the HGA in the IoMT-cloud is
displayed in Figure 5. The HGA in the IoMT-cloud process
is shown as follows:

(i) Initializing the Process

Introductory generation of populace P consisting of
chromosomes. In this scheduling problem, we are using
the datasets that have been taken from various IoMT devices
from users’ requests as input. The cumulative time to com-
plete all the operations on all machines will be considered
for the IoMT devices. The main objective of the problem is
to find a valid schedule that yields the minimum completion
time.

For initializing the initial population, the individuals in
the population will consist of task and VM ID. This will be
embedded together to form a chromosome, and each chro-
mosome is a solution on its own. Each chromosome will
have a representation like this: (e.g., VM2: - TS1-TS3-TS6).

(ii) Dynamic Round Robin and Fitness Calculation

In this mode, the round robin will work on a dynamic
quantum time. The quantum time will be the median of all
the processes. Let us consider the processes (T4, T5, T6,
T7, and T8) with their respective completion times of (10,
5, 5, 5, and 10); in this case, the quantum time will be given
has the median of these processes. Implementing this will
grant task fairness for the task with longer and minima time
process. This procedure will continue until all the processes
are executed.

Thus, after the dynamic round-robin process, the fitness
can be calculated. The completion time for task Tn on Rm is

given using

TCT =max CTn,mð Þ, ð2Þ

where max ðCTn,mÞ is the maximum time to complete task
Tn on Rm. Tn and Rm are set of tasks and resources, respec-
tively. m and n are the numbers of virtual machines and
tasks. TCT is the total completion time.

Then, to minimize the completion time TCT, the execu-
tion time of every task for every VM must be calculated. The
processing time is to be calculated where Pnm is the process-
ing time for task Pn on Rm and Cn computational complexity
of task Pn and the processing speed of the virtual machine is
PSm.

Pnm =
Cn
PSm

: ð3Þ

After getting the processing time, the processing time of
every task in the VM has to be calculated using Pj

Pm = 〠
n

ı=1
Pnm: ð4Þ

(iii) Selection

Once the fitness is calculated for each individual or chro-
mosome, tournament selection is utilized to select the better
chromosome from the pool of chromosomes. These selected
chromosomes are used to perform crossover and mutation
operations. This selected chromosome will be the parents.
Chromosomes are selected, and the fitness is compared
and then whichever chromosome possesses a lesser comple-
tion time is the best chromosome.

Data center broker

Cloud provider

Data center
Host

Virtual machine 1

Task 1 Task n Task 1 Task n Task 1 Task n

Virtual machine 2 Virtual machine n...

User

Figure 4: Task scheduling process structure.
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(iv) Hill Climbing Operation

The newly generated parents will be used to perform the
hill climbing operation. The hill climbing is going to be a
stochastic approach where the initial hill point for the chro-
mosome is chosen at random towards the uphill move. It is
an increasing value mode. It generates new solutions on the
hill based on its search space. The probability of new solu-
tions might vary due to the steepness of the hill. The hill
climbing will consist of two main approaches. A candidate
generator is one that maps a solution to a set of possible suc-
cessors and the evaluation criteria to rank every valid solu-
tion. The process will assist to generate a more fit parent
that can produce a better offspring.

(v) Crossover and Mutation

This operation is also referred to as the mating pool. The
parents get from the selection operation will be used to per-
form the crossover. Here, uniform crossover is applied. After
the crossover, two new chromosomes will be produced.
These two new chromosomes will make it four chromo-
somes in total. From the four new chromosomes, the best
of these will be selected as the new offspring, and the latter
will be added back into the population for possible selection
later on. After this process, the mutation operation will be
applied for a fitter value.

(vi) Replacement

Update the populace P. This will replace the populace
with better chromosomes from the new generation of off-
spring. Repeat stages 2 to 6 until stopping criteria are met.

(i) The resulting output will be the best chromosome

(ii) End process

5.2. Experimental Process. Assumptions to be viewed while
planning the process in the IoMT-cloud are as follows:

(i) Each task is dispensed to only a solitary VM
resource

(ii) The task will be greater than the amount of VMs.
This infers that every VM ought to process more
than one task

(iii) The task is not obstructed once their executions
start

(iv) The lengths of the task will be of various sizes

(v) The available VMs are of prohibitive use and cannot
be split among different tasks. It suggests that the
available VMs cannot consider various tasks not
until the realization of the present task is in
progression

(vi) VMs are independent concerning resources and
control

5.3. Visualization. The huge motivation driving depiction is
portraying the information and graphically speaking with it.
This is with the creative aspect that the experimental out-
comes are portrayed graphically. The case of information
understanding is portrayed as processing and manipulating
data, information depiction, and construction attestation,
outcome depiction, and finally looking at the information.
The yield will be depicted visually in this work for more
understanding.

Start

Produce N individual
from the population

Perform dynamic RR

Calculate and assign
fitness to individuals

Perform hill climbing
and fitness

Finished
crossoverPerform crossover

Perform mutation

Replacement
operator

Terminate?End
Yes

No Yes

No

Figure 5: HGA flowchart.
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5.4. Computational Environment. Eclipse is an environment
for data evaluation and authentic approaches. The assess-
ments were implemented using this IDE. It is an open-
source software which implements the use of AI methodolo-
gies. CloudSim is used for simulating in the IoMT-cloud
stage. Java programming language is likewise the most out-
standing language, and it offers various library packages that
can handle information science attempts, for example, infor-
mation assessment, information predealing, and explicitly,
working of different techniques. The research is imple-
mented using a PC with Intel i7 processors: 2.3Ghz, GPU:
GEFORCE, Disk: 1TB, RAM: 12GB.

6. Results

Each experimented model and the proposed model will be
tested to anticipate which model gets the higher assessment
result. To assess the plausibility of our technique, the pro-
posed technique has been contrasted on various optimiza-
tion and hybrid approaches. The models have been
endeavored with various settings to accomplish the most
fundamental TWT, TET, TFT, cost, energy efficiency, and
resource utilization. This work has done a lot of different
assessments with the most reassuring scheduling computa-
tions. This work has used traditional optimization and other
hybrid algorithms for contrasting with our model to outper-
form the communicated scheduling issue in IoMT-cloud
and accordingly improve it with the proposed model. Like-
wise, various VMs were used, and various IoMT tasks are
used in this evaluation. Each model shows its capability
while scheduling. Each model used a relative region of edu-
cational collections. Right after the best model is displayed,
we see its usefulness with the recently referenced qualities
to best predict these outcomes. As follows the eventual out-
come of the models is clarified in this part. Eclipse and
CloudSim were used which include different libraries for this
task.

6.1. Metrics and Parameters. For validating the results of our
proposed techniques with other models, the computational
metrics below are used for this work. The authors add one
more metrics which is energy efficiency in contrast to their
previous work, though Table 2 depicts the parameters
utilized.

TWT (total waiting time): This is a user-desired crite-
rion. It is the wait time for task execution when a couple of
resources compete for a particular resource. This time is
the time spent waiting by the cycle or errand on the queue
waiting for execution.

TET (total execution time): This is a user-desired crite-
rion. The proportion of time to execute a cycle is a basic
part. This time intimates the time between the appearance
of a process and the finish time. This is likewise the aggre-
gate sum of time spent by the cycle from coming in the
queue until it finishes.

TFT (total finish time): This is a user-desired criterion. It
is the distance on schedule from the beginning of an assign-
ment until it wraps up. This is the all-out time at which an
undertaking finishes its execution.

Resource utilization: This is a service provider desired
criterion. The utilization of resources is one more parameter
that depicts the amplification of assets used. The usage of
resources ought to be high in the scheduling framework,
though providers need to attain maxima profit by rendering
a set number of resources. This parameter is one of the pri-
mary meanings in task scheduling. The resource will be kept
occupied. Also, reaction time and throughput are huge;
however, one more significant boundary for task execution
is the utilization of resources.

Average resource utilization

= Time is taken by resource i to finish all the task
Makespan

× n:

ð5Þ

Status/availability: This defines the resources that are
available at a given time. This is a huge element in closing
how to scatter and apportion the right assets for a given
VM. Resource availability is one of the principal parts of
scheduling. The accessibility status is a triumph when the
right resource is being consigned to the VM.

Throughput: This is a service provider desired criterion.
Throughput can be portrayed as the extent of a process
being completed per time unit. Thus, throughput is the
cycles executed over jobs completed in a unit of time. The
schedule should want to extend the quantity of tasks exe-
cuted per time unit.

Energy efficiency: Energy consumption is the power con-
sumed during the processing of each client’s request. To
attain energy efficiency, the consumption of power must be
reduced drastically. This is one of the major factors to be
considered to arrive at a greener environment.

Cost: This is the monetary cost that depicts the total
aggregate that ought to be paid by the client for the asset
being utilized. This monetary cost will be established on
how much time is spent by the client on a particular asset.
The equation below portrays how it is calculated where T
alludes to the time the resource being utilized and C infers
the money-related cost of the resource per time unit. The

Table 2: Used parameter.

Parameters Value

Task 10-40

Data center 0-3

Population size 120

Iteration 100

Mutation rate 0.05

Crossover rate 0.6

Data center 0-3

Bandwidth (mbps) 500-1000

Ram (Mb) 512-1024

Machine 0-14

Processing elements per Vm (Mips) 500 – 1000
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price of each resource is depicted in Table 3.

Cost = 〠
i∈resources

C × Tf g: ð6Þ

6.2. Scheduling Models Performance. Cloud suppliers pos-
sess a tremendous number of servers and other handling
establishments. An enormous number of virtual machines
run inside a server so the resources can be utilized in
the best manner. These computations observe the tasks
and their needs and attend to them effectively. Optimiza-
tion scheduling techniques were contrasted like round
robin (RR), particle swarm optimization (PSO), first come
first serve (FCFS), genetic simulated annealing (GASA),
and shortest job first (SJF). To guarantee consistency, the
models executed in this work utilized a comparable pro-
portion of tasks with various lengths. The execution of
various scheduling computations was finished by using
IoMT-cloud tasks. Additionally, when we played out the
proposed HGA, the model beats other models concerning
the QoS. Also, because of the separation in the technical
process, the outcomes were gainful for each model. The
authors added one more parameter in contrast to their
previous work.

Based on the result, it can be said that the throughput
with the HGA is ideal. Table 4 shows the relationship
between every one of the models against the embraced
parameters. FCFS incorporates little execution time, little
fulfillment time, and little holding up time as short cycles
hang tight for more expanded ranges. GASA and HGA
scheduling give time-sharing limits. With medium holding
uptime, for more modest cycles, it is not recommended
where fragile traffic is incorporated. SJF is sensible for basi-
cally a wide range of circumstances. These outcomes
approve our proposed methodology towards getting a profi-
cient model. As in the exploration, it shows that the FCFS is
one of the quickest with regard to the execution for the tra-
ditional model; however, this standard oddball the waiting
time, with this it can prompt terminations of assignments
because of the period the patients need to pause. The other
AI techniques were separable and indispensable, and they
certainly achieved great results, but the best is still being
our proposed model. The proposed parameters are truly out-
standing in defending how the models will be performed.
The planning is executed with the goal that it stops after a
time period is achieved. Hence, the proposed model
addresses the issue by giving the best waiting time and exe-
cution time. In the approaching passage, we will examine
the outcomes further with a more pictorial view. Subse-
quently, we can close by saying our best model being the
HGA has an effective QoS.

6.3. Experimental Result Discussion and Comparison.
Figure 6 displays a connection of all utilized techniques
against the TFT, TWT, and the TET, and these are some
of the used validation criteria’s to legitimize how effective
the proposed technique is. These are profoundly considered
while planning to achieve a higher QoS. The outcomes dem-
onstrate that we can achieve the most extreme utilization of

assets. In RR, every task gets an identical instance of time,
but there are certain circumstances where a typical waiting
time may be a problem as depicted in the results. The out-
come was examined utilizing similar information to look at
the presentation of the calculation. The traditional model
has the most waiting time after streamlining, despite their
advantage of speed, while the other compared AI models
were also efficient but not to the proposed model. Subse-
quently, our proposed HGA model beats all other tech-
niques which are our standard. In addition, the proposed
technique provides the least execution time, and this makes
the task execution faster when contrasted with other tech-
niques. Thus, the waiting time should be minima so users
can dodge task terminations. This can decide the reasonable-
ness of each task and the technique to use in the ideal oppor-
tunity for planning a scheduling process in the IoMT-cloud.
The completion time of our model beats different models,
conversely, with the way that different models have a higher
completion time.

While Figure 7 depicts the throughput relationship
between each technique, it shows that the best technique is
the proposed HGA model with the best throughput. After
a set of several tasks, endeavors were carried out to amplify
the throughput. The throughput is certain to be one of the
most significant criteria to depict the presence of a cycle
for each time unit. The throughput outcome shows how
effective the proposed model is. Thus, each assignment was
divided in their tenth to depict the exhibition. During this
process, our model outperforms other models in this event,
during the split. Although the optimization techniques were
linearly separable, they showed their efficiency. Regardless,
the proposed model was the best. The throughout is the big-
gest amount of errands that can be finished per time unit;
with this, we can conclude that the proposed model out-
flanks other models and fits this description well.

Figure 8 shows the relationship of usage of resources for
the scheduling techniques. Moreover, the HGA utilizes the
resources that are free in the run time and pick another
request. In this way, the inactive waiting time is diminished
in the proposed HGA calculation contrasting other tech-
niques. Likewise, asset usage is improved separately. None-
theless, when different assets can be used, then others can
become ideal. The resource used is looked at under various
total number of the makespan. The techniques have an
increase in the resource utilized and thereby staying in a
normal state. Regarding resource size, or amount of task
increments, there is a normal increase in the normal waiting
time. Thus, it can be reasoned that the HGA is most effective
as opposed to the other contrasted techniques. From the fig-
ure, we can derive the effectiveness of various techniques as
opposed to the proposed technique, the normal asset utilized
by various techniques remains practically comparable, and

Table 3: Price unit for each resource.

Number of nodes 2 4 5 3 7 6 8 1

Price unit for each operation 0.8 0.7 0.2 0.9 0.6 0.4 0.4 0.2

9Wireless Communications and Mobile Computing



Table 4: Cumulative results of all models.

Traits SJF FCFS RR PSO GASA HGA

Total execution time 55.36 54.68 54.31 40.21 36.22 32.57

Throughput 0.72 0.73 0.74 1.01 0.99 1.21

Total waiting time 42.21 41.72 40.92 40.80 40.30 40.16

Total finish time 101.67 100.18 99.31 80.10 79.4 76.6

Availability Success/40 Success/40 Success/40 Success/40 Success/40 Success/40

Cost 0.27 0.27 0.27 0.20 0.20 0.17

Resource utilization 0.42 0.42 0.4 0.61 0.63 0.69

Energy efficiency 0.60 0.62 0.55 0.35 — 0.30
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that signifies that it is affected by the quantity of accessible
resources.

Figure 9 shows the financial expense factor. The result
gotten shows the HGA model per task as a lesser cost factor.
Cost depicts the impact of the charged rate over the used
resource for each task. It is an evaluating factor for each cen-
ter point in the IoMT-cloud environment. This impeding
benefit makes it more interesting for users without the sen-
sation of fear regarding being cheated. The HGA technique
depicts a significant advantage where the rate was on a sim-
ilar worth per each interaction. It is set at a level rate for each
amount of resources, where making it to a reasonably higher
worth will decrease the chances of the resource being picked
for an undertaking. Thus, the outcome tells the best way to
tackle this issue with the proposed HGA model that is to
limit the expense massively. By and by, this will not suit

the client’s models as the usage in the clinical environment
will need a lot of useful time and resources which will
expand the expense separately. We can conclude by express-
ing that the HGA technique outperforms other techniques
and as a base conservative expense differentiation to other
contrasted models.

Figure 10 depicts the efficiency of energy consumption.
Initially, the energy was calculated in KWh and later trans-
formed to percentage to analyze its efficiency thoroughly.
The parameter aims to reduce the consumption of energy.
The figure shows that the HGA outperformed other models
with a 30% reduced rate of energy consumption. The pro-
posed model is compared to other metaheuristics, and it
showed how efficient the model is. The PSO and GA seemed
a bit fair in contrast, but the model is still lagging with regard
to the efficiency of the energy consumption. This parameter,
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being one of the relevant parameters, will increase machine
performance and at the same time will create a greener envi-
ronment. The experimented known customary technique is
known for its adequacy but could not outperform the pro-
posed HGA.

Moreover, how the tested model will assume an urgent
part in the clinical field where assets are utilized continu-
ously is an eminent concern. This shows that cloud pro-
viders are expected to accomplish maxima income while
thinking about QoS and solicitations from the clients. The
health-care framework can be digitalized to achieve profi-
cient association of medical care assets and administrations.
With this, clinical information can be gathered, investigated,
and observed. In this manner, the preliminaries show that
the HGA beats different models and can be an effective
method of planning for IoMT-cloud in the clinical field.
Cloud clients or patients can have answer approaching solic-
itations without the apprehension about a task being dis-
solved or terminated.

7. Conclusion

The goal of this work is to style a model with a different
sequency in contrast to the authors’ previous work to solve
task scheduling issues while at the same time-sharing
resources to reach a productive QoS. The proposed work
puts forth the significance of task scheduling computations
and the application of AI in the IoMT-cloud environment.
As we likely know, the IoMT-cloud is perhaps verifiably
the most invigorating point for researchers, industry, and
public zone. Thus, this theory targets developing a fast,
sharp, and particular structure for task scheduling for
IoMT-cloud. This evaluation put forth relies upon utilizing
the present-day developments to further develop research
on IoMT-cloud. This work in like manner presents an over-
all report between the scheduling techniques in IoMT-cloud,
like the SJF, FCFS, RR, PSO, and GASA, and the proposed
model being the HGA. Several parameters were used and
added in contrast to the authors previous works like the
TWT, TFT, TFT, resource utilization, throughput, and effi-

ciency of energy consumption and cost. This work was
reauthorizing the proposed assessment with various sched-
uling techniques to display the ampleness of the HGA. This
study gives a potential guide for clients and experts in under-
standing task scheduling in the cloud. From the diagrams
and calculations, it was exhibited that the HGA beat other
different models concerning execution time, resource utiliza-
tion, throughput, and cost. The process and experiment were
executed on CloudSim, which is used for showing the differ-
ent scheduling process in cloud computations. The proposed
HGA had an execution pace of 32.57ms and a throughput of
1.21ms. These two parameters are one of the most signifi-
cant parameters as it satisfies both client and provider’s
desires against the QoS. The charts and results portray that
the HGA is far better than other optimization models even
with the change in sequence when veered from the cases of
TWT, TET, and TFT. HGA technique can be used in
IoMT-cloud as significant task response time gets reduced
reasonably. Has IoMT requires high execution speed and is
time-dependent. However, future examination is to be con-
sidered like completing the computation for other progres-
sion factors like speedup and stream time. In future works,
it can also lessen the cost and increase the throughput with
the computations to get more smoothed out results. Finally,
we will update the work using several other characteristics
too and will bring the outcomes as they will appear, experi-
menting more AI models like bee algorithm and Ant algo-
rithm. It is acknowledged that this endeavor will help
specialists and researchers whenever considered.
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