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In the development of internet technology innovation, the quantity of big data information continues to rise, showing the
characteristics of dynamic, heterogeneous, massive, and so on. How to explore valuable and potential knowledge from the
network system is the main topic of research and scholars. Based on the understanding of web data extraction and web mining
technology, this paper makes a systematic study of web text mining, proposes the most commonly used hidden Markov model
in probability distribution, and constructs the corresponding text mining method. The hidden Markov model is a statistical
model, which is mainly used to represent a Markov process with unknown parameters. The difficulty in practical application
lies in how to define the hidden parameters of the process from observable parameters and then use these parameters to
conduct in-depth research. Finally, the practical results show that the hidden Markov model can not only obtain the
information of different regions but also deeply analyze the data set, which proves the feasibility of this research technology.

1. Introduction

In essence, the probability distribution refers to the probability
law of the values of random variables. The probability of an
event represents the probability of an outcome after the
experiment. In order to fully understand the experiment, it is
necessary to get all the possibilities and probabilities of the
experiment, which is also regarded as the probability distribu-
tion of random experiment. Assuming that the results of an
experiment are represented by the value of the variable X,
the probability distribution of a random experiment can be
regarded as the probability distribution of a random variable.
Normal distribution is a key form of practical exploration,
and variables in many biological phenomena obey or approach
normal distribution, such as blood glucose content, milk yield,
body weight, and hemoglobin content of livestock. Most statis-
tical analysismethods are put forward with normal distribution
as the core, so it is necessary to deeply understand and skillfully

use relevant concepts in both theoretical research and practical
application. Generally speaking, the normal distribution prob-
ability counting, wanting to combine standard normal distribu-
tion, is analyzed; the reason is that this form is the most simple,
and all normal distribution can be reduced to a standard nor-
mal distribution is calculated; research of scholars has been
combined with standard normal distribution function, com-
piled into normal distribution table query; this practice helps
to simplify calculation steps.

A research mainly from the perspective of the software
database, this paper deeply explores the probability distribution
as the core of data extraction andmining technology and there-
fore should not only master the related concepts of probability
distribution, to clear the web information extraction technol-
ogy and the steps of data mining technology, a comprehensive
understanding of research scholars at home and abroad of web
data extraction and mining technology research, in order to get
more technical research experience. To extract mining data
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from software resource base, it is necessary to select specific
technology to mine specific development process and finally
assist developers to complete software engineering tasks
according to the results.

Data extraction is the basis of web datamining, which refers
to a process of extracting measured data from embryonic text.
Traditionally, information extraction uses natural language pro-
cessing technology to process free files according to syntax or
semantically limited extraction mode. Because web documents
are semistructured text formats that contain a lot of markup
and hyperlinks and few complete sentences, traditional natural
language processing techniques do not meet the requirements
of such information extraction. Web data extraction is regarded
as a problem of extracting target information from web pages.
Data should be extracted not only from natural language text
but also from structured data of web pages. This paper focuses
on the latter. Generally speaking, the structured data contained
in the web refers to the relevant records obtained from back-
ground data, which will be presented in the web page according
to a certain template. Extracting this kind of data can provide
value-added services to users, such as shopping platforms,
metasearch, and information collection, on the basis of integrat-
ing data from multiple web pages.

In the research of web data mining, researchers mainly
focus on two aspects, one is text clustering, and the other is
automatic text classification. Among them, text clustering refers
to one of the key technologies for unsupervised document
organization, which first projects text into low-dimensional
subspace and then uses clustering algorithm for mining and
analysis. At present, the most common clustering methods
include latent semantic index clustering, mixed model cluster-
ing, and spectral clustering. For example, Griffiths et al. pro-
posed a potential Dirichlet distribution method with Gibbs
sampling as the core in practical exploration, which does not
require direct estimation of relevant parameters, but uses the
Markov random process to simulate the distribution process
of lexical topics and calculate the distribution of topics indi-
rectly. At the same time, they also proposed the potential
Dirichlet distribution method model and the dynamic potential
Dirichlet distributionmodel, which aremainly used to deal with
the problem of topic number selection and online evolution of
topic clustering.

Automatic text classification belongs to the basic condi-
tion of data retrieval and mining. In practice, it is necessary
to judge the data category according to the text content on
the basis of clearly marking the category set in advance. In
the development of modern technology innovation, text clas-
sification is mainly used in information filtering, information
management, natural language processing, and understand-
ing. Generally speaking, automatic text classification consists
of text representation, classification method, and classification
effect evaluation, among which the vector space model is the
most common representation method. In other words, words
should be regarded as items and the frequency of items as
weights. There are several kinds of typical methods of text clas-
sification such as the decision tree classification, Bayesian clas-
sification, and support vector machine (SVM) classification;
the current research scholars mainly discuss the classification
of support vector machine (SVM) method, not only reason-

able applied to many fields but also obtained the excellent
result in the practical development, such as the fuzzy theory
and the maximum entropy model. It should be noted that,
in the process of web data classification, the accuracy, equilib-
rium point, recall rate, accuracy rate, and other indicators
should be used for evaluation and analysis, so as to clarify
the effectiveness of the application algorithm model.

With the increase of network information, the quantity of
web text is more and more difficult to estimate, and because
most web texts are unstructured or semistructured, the tradi-
tional data extraction and mining techniques are no longer
in line with the requirements of web text mining. Therefore,
researchers have conducted in-depth research on web text
mining. Essentially, the web text mining is with its overlapping
discipline, which involves the data mining, mathematical sta-
tistics, artificial intelligence, computer language, and other
fields, although from a different point of view; the basic mean-
ing of web text mining has a variety of understanding way, but
the actual mining process is divided into the following main
content, and concretes are shown in Figure 1 [1–4].

First, in text collection and preprocessing, web crawler is
used to collect web pages. After inputting the initial URL, text
information of this web page is obtained, and related content
is searched by combining the hyperlinks of web pages. Finally,
data sets are constructed in repeated operations. In order to
improve the quality of the data, you also need to preprocess
the web text, such as scripts and file purging [5]

Second, in feature representation and extraction, extract
metadata representing features from web text, which can be
stored in a structured form. Feature extraction is used to
reduce the dimension of feature vectors [6].

Third, in data mining, this operation is the extraction,
classification, and prediction of specific information in a
document file.

Fourth, in mining evaluation, evaluate the knowledge
model obtained by mining and provide the content con-
forming to the standards to the user [7].

Fifth, in information presentation and navigation, visually
process data mining results and provide users with informa-
tion navigation to facilitate them to browse and obtain infor-
mation [8].

2. Analysis of Web Data Extraction and Mining
Technology Based on
Probability Distribution

2.1. Probability Model. In order to study text mining process
systematically, it is necessary to master the function of proba-
bility distribution in data analysis. When constructing the
model, it is difficult to ensure the clarity of the final results
by predictive analysis based on the input characteristics, and
only the probability results closest to the truth with the model
as the core can be obtained. Before analyzing the probability, it
is necessary to clarify the preconditions for its existence: a ran-
dom variable is an event that may ormay not occur. If you lose
that premise, then there is no value in studying probability dis-
tributions. Generally speaking, random variables are divided
into two categories: discrete random variables and continuous
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random variables, which correspond to different probability
distribution shapes, as shown in Figure 2 [9].

The defining properties of probability theory are as
follows:

Definition 1. The function PðAÞ can be called A probability if
the following conditions are met:

First, for all events A, P ðAÞ ≥ 0. Second, P ðωÞ = 1, where
ω represents a necessary event. Third, if multiple events ðA
1, A2⋯AnÞ is not integrated with each other, then the fol-
lowing can be obtained:

P A1 + A2+⋯ð Þ = P A1ð Þ + P A2ð Þ+:⋯ ð1Þ

Definition 2. Assuming that A and B represent two events
that meet the condition of PðBÞ > 0, PðABÞ/PðBÞ can be
regarded as the conditional probability of event A under the
condition of event occurrence, from which PðAjBÞ can be
obtained.

In addition to the calculation of probability, it is assumed that
ABC represents three events contained in the same sample space;
then it can be obtained: first, PðA + BÞ = PðAÞ + PðBÞ − PðABÞ. Sec-
ond, PðBCÞ − PðACÞ + PðABCÞ ; PðA+B+CÞ=PðAÞ+PðBÞ+PðCÞ−PðABÞ−, and
finally, ifmultiple events ðA1, A2⋯AnÞ are not compatible, then
we can get

P A1 + A2+⋯+Anð Þ = P A1ð Þ + P A2ð Þ+⋯+P Anð Þ: ð2Þ

In the subtraction calculation of probability, let A and B rep-
resent two random events; then the following can be obtained:

P B − Að Þ = P Bð Þ − P ABð Þ: ð3Þ

Theorem 3. Under the condition of B ⊂ A, we can get

P B − Að Þ = P Bð Þ − P Að Þ: ð4Þ

In the calculation of probability multiplication formula, it is
assumed that A1, A2,⋯, An represents N events and meets the
condition of PðA1,A2,⋯, An−1Þ > 0; then the following can be
obtained:

P A1, A2 ⋯ Anð Þ = P A1ð ÞP A2 A1jð ÞP A3 A1A2jð Þ⋯
P An A1A2 ⋯ An+1jð Þ:

ð5Þ

In the calculation and analysis of the full probability formula of
probability, it is assumed that A1, A2,⋯, An events constitute a
complete set of events and meet the condition of PðAiÞ > 0, i = 1,

2,⋯; then for all events B, the following can be obtained:

P Bð Þ =〠
i

P Aið ÞP B Aijð Þ: ð6Þ

Lemma 4. In the probability Bayesian formula analysis, it is
assumed thatA1, A2,⋯, An can constitute a complete set of events
andmeet the condition of PðAiÞ > 0, i = 1, 2,⋯; then for all events
B and PðBÞ > 0, the following can be obtained:

P Ai Bjð Þ = −
P Aj

� �
P B Aj

��� �
∑iP Aið ÞP B Aijð Þ , j = 1, 2,⋯ð Þ: ð7Þ

Corollary 5. As a kind of statistical signal model, the hidden Mar-
kovmodel can use the obtained training samples for adaptive learn-
ing. In the late 1960s, Baum et al. proposed the basic theory of the
model in empirical research. In the 1970s and 1980s, Baker et al.
applied the model to the field of signal processing. It was not until
1990s that the model began to realize data extraction and mining
combinedwith web text features. The specific definition is as follows
[10]:

On the one hand, suppose that fXðtÞ, t ∈ Tg represents a
random process and E represents the state space. If for any
t1 < t2 <⋯<tn < t arbitrary x1, x2,⋯, xn, x ∈ E, the condi-
tional distribution function of random variable XðtÞ in the
known condition Xðt1Þ = x1, Xðt2Þ = x2,⋯, XðtnÞ = xn is only
related to XðtnÞ = xn and has no relationship with iXðtn−1Þ
= xn−1,⋯, Xðt2Þ = x2, then the conditional distribution func-
tion meets the following requirements:

F x, t xn, xn−1,⋯, x2, x1, tn, tn−1,⋯, t2, t1jð Þ = F x, t xn, tnjð Þ:
ð8Þ

This process is known as a Markov process.

Conjecture 6. On the other hand, the random sequence Xn
can be in state S1, S2,⋯, SN at any time, and the probability
of its state qm + k at m + K is only related to its state Qm
at m and has no relation to the state before M, so the follow-
ing can be obtained [11]:

P Xm+k = qm+k Xm = qm, Xm−1 = qm−1,⋯, X1 = q1jð Þ
= P Xm+k = qm+k Xm = qmjð Þ: ð9Þ

In the above formula, Xn can be regarded as a Markov
chain if the condition q1, q2,⋯, qm, qm+k ∈ ðS1, S2,⋯, SNÞ is
met.

Web text collection Pretreatment of The representation
of features Feature extraction

Data miningEvaluation of
mining results

Information representation
and information navigation

Figure 1: Flow chart of web text mining.
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According to the structural diagram analysis of the Mar-
kov model as shown in Figure 3, during data extraction and
mining, the random process is regarded as a series of contin-
uous transfer of states, and the state at time T is QT , which
can be any result of N state sets [12].

Combined with the structural diagram analysis of the
hidden Markov model, it is found in Figure 4 [13].

2.2. Problem Algorithm

Theorem 7. First, evaluate the problem. This problem
requires the analysis of a given model λ, a sequence of
observed values O = ðO1,O2,⋯,OTÞ, and the specific study
of probability PðOjλÞ. There are two common algorithms:

On the one hand, the variables of the preceding algorithm
are shown as follows:

αt ið Þ = P O1,O2,⋯,Or , qt = si λjð Þ2 ≤ t ≤ T: ð10Þ

The initialization result is

αl ið Þ = πibi Olð Þl ≤ i ≤N: ð11Þ

The recursive result is

αt+l jð Þ = 〠
N

i=1
αt ið Þaij

" #
bj Ot+lð Þ 1 ≤ t ≤ T − 1, 1 ≤ j ≤N , ð12Þ

Ends as follows:

P O λjð Þ = 〠
N

i=l
αT ið Þ: ð13Þ

On the other hand, the variables of the latter algorithm
are shown as follows:

βt ið Þ = P Ot+1,Ot+2,⋯OT qt = si, λjð Þ l ≤ t ≤ T − 1, other βT ið Þ = I:

ð14Þ

The initialization result is

βT ið Þ = I 1 ≤ i ≤N: ð15Þ

The recursive result is

βt ið Þ = 〠
N

j=1
aijbj Ot+1ð Þβt+l jð Þ t = T − 1, T − 2,⋯CI, ≠ i ≤N:

ð16Þ

End as follows:

P O λjð Þ = 〠
N

i=1
πibi olð Þβl ið Þ: ð17Þ

Bo effort distribution
Criteria: Same, random, independent, only two outcomes

Case study: Flip a coin

Judgment basis: N events are independent, with only two outcomes
each time and equal probability of success each time

Purpose: To know the probability of success K times

Judgment basis: Similar to binomial distribution, N events
are independent of each other, each event has two
outcomes, and each success probability is equal

Judgment criteria: The event is independent, and the event occurrence
probability is the same in any same time range

Judgment distribution: The highter the marginal cost,
the closer it is to the normal distribution

Judgment basis: Network effect, close to power law distribution

Uses: Household income, city GDP etc
Power law distribution

Normal distribution
(Gaussian distribution)

Poisson distribution

Geometric distribution

Binomial distribution

Discrete random variables

Continuous random variables

Probability distribution

Purpose: Height, lung capacity, performance, product
quality, quick parking, IQ

Purpose: Want to know the probability of something happening
K times in a certain time frame

Purpose: Want to know the probability of success for the
first time after doing something K times

Figure 2: Content analysis of random variables.
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Second, in learning problems, the Baum-Welch algorithm
should be used to deal with such problems. When ξtði, jÞ rep-
resents the given training sequence O and model λ, the Mar-
kov chain is in state θi at time T and state θj at time t + L.
The corresponding probability calculation formula is shown
as follows:

ξt i, jð Þ = P O, qt = θi, qt+1 = θj λj
� �

= αt ið Þaijbj Ot+1ð Þβt+l jð Þ
� �

/P O λjð Þ:
ð18Þ

The posterior probability function is defined as follows:

γt ið Þ = p qt = si o, λjð Þ: ð19Þ

According to the definition, the relationship between them
can be found as follows:

γt ið Þ = 〠
N

j=1
ξl i, jð Þ: ð20Þ

Example 8. By defining the above probability function and
reevaluating the model parameters, the following results
can be obtained:

�πi = γl ið Þ,

�aij =
∑T−1

t−1 ξt i, jð Þ
∑T−1

t−1 γt ið Þ
,

�bj kð Þ = t = l SZOt =Wk

∑T−1γt jð Þ

∑T−1
t=1 γt jð Þ

:

ð21Þ

Third, in the decoding problem, using the Viterbi algo-
rithm to deal with the decoding problem, it is necessary to
determine the best state sequence Q∗ = ðq∗1 , q∗2 ,⋯, q∗l Þ on
the basis of clearly observing the numerical sequence O

= ðO1,O2,⋯,OTÞ and model λ, where it is initialized as

δI ið Þ = πibi OIð Þ, 1 ≤ i ≤N δI ið Þ = πibi OIð Þ, 1 ≤ i ≤N ,

ϕI ið Þ = 0, 1 ≤ i ≤NϕI ið Þ = 0, 1 ≤ i ≤N:

ð22Þ

The recursive result is

δt jð Þ = max
1≤i≤N

δt−1 ið Þaij
� �

bj Otð Þ, 2 ≤ t ≤ T , 1 ≤ j ≤N ,

ϕt jð Þ = arg max
1≤i≤N

δt−1 ið Þaij
� �

, 2 ≤ t ≤ T , 1 ≤ j ≤N:

ð23Þ

The final result is

P∗ = max
1≤i≤N

δT ið Þ½ �,

q∗T = arg max
1≤i≤N

δT ið Þ½ �: ð24Þ

The result of state sequence is

q∗t = ϕt+1
1≤i≤N

q∗t+1ð Þ, t = T − 1, T − 2,⋯, l: ð25Þ

2.3. Framework Analysis. This paper studies the use of a web-
site as a tool for web record extraction, and the overall process
is divided into two stages: On the one hand, it is necessary to
study the HTML tree formed by all the input web pages,
including images, formats, and free text, and then use an
entropy to evaluate the similarity of the HTML subtree to
estimate the positioning data and divide the data into data
segment sequence, which is the numerical content of the next
stage. On the other hand, record templates that are expected to
be presented are correctly populated, sorted sequentially. In
this process, in order to complete the correct classification,
two conditional models should be selected, one is MaxEnt
and the other is MEMM, which can be used to train and
observe different types of context information.

This paper studies the use of the hidden Markov model
to obtain specific information, combined with the training
data set to build the corresponding model, and based on
the model to complete the mining of specific information
in the test data, the specific framework is shown in Figure 5.

First, in data extraction, this operation is the basic condi-
tion of data mining, which refers to the process of extracting
specific data information from web text. Traditionally, infor-
mation extraction takes advantage of natural language process-
ing technology and regards syntax or semantics as constraints,
so as to construct data extraction mode and process web text
information freely. From a practical point of view, however,
this technique has fallen short because of the semistructured
nature of web text, which contains not only large numbers of
tags and hyperlinks but also very few full sentences.

Nowadays, the common extraction operation is divided
into three forms: the first is the manual method, requiring
programmers to observe the web page and source code based
on the selection of mode to write programs to extract target

... ...

q1 q2 qi qi+1 qT

qt ⫙ S = [S1, S2, ..., SN]

Figure 3: Structure diagram of the Markov model.

... ...

q1 q2 qi qi+1 qT

O1 O2 Oi Oi+1 OT

qt ⫙ S = [S1, S2, ..., SN]
W = [w1, w2, ..., wN]⫙Ot

Figure 4: Structure diagram of hidden Markov model.
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data, and the selected mode is usually used to describe the
location of tags. Secondly, it refers to wrapper induction,
which belongs to a supervised learning method. It needs to
first make use of manual annotation to identify the data
records to be extracted and then regard the annotated web
pages as learning samples, from which a group is extracted
as learning rules, and then used to extract data information
similar to web pages. Finally, it refers to automatic extrac-
tion, which belongs to unsupervised learning method. One
or more web pages should be regarded as input content,
and then mode or grammar should be automatically selected
from them to complete information extraction. According to
the structure diagram analysis shown in Figure 6, it is found
that the automatic extraction method is very suitable for
processing large quantities of webpage information extrac-
tion, so it is the main topic of current scientific research.

Second, in data mining, web mining tasks are divided into
three types: the first is content mining, the second is structure
mining, and the last is using mining. From the perspective of
information retrieval, the task of web text mining is to help
users filter page information and improve the efficiency and
quality of information retrieval. From the perspective of data-
base, the task ofWeb text mining is to build and integrate data
model and to support complex query, not simple keyword
search. At present, the most common research on web text
mining can be divided into two aspects. On the one hand, it
refers to text clustering, and on the other hand, it refers to
automatic text classification. The former, as the key content
of unsupervised method to organize documents, should first
project the text into low-dimensional subspace and then use
clustering algorithm for processing. The latter, as the key con-
tent of information retrieval and text mining, needs to give a

set of category tags and then judge the specific classification
according to the text content.

After obtaining record data, all records should be briefly
processed to remove nonstandard content. Since my research
is based on the text of marking training data for mining, word
segmentation and word state should be marked for the
recorded content. The specific record processing results are
shown as follows:

<title>Implementing </title> <title> Distributed</titlc><title> Server </titlc> 
<title>Groups </title> <title> for </title><title> the </title><title>World</title>
<title>Wide</title><title>Web</title> <author>Michael</author> <author> 
Garland</author><author>Sebastian </author><author> 
Grassia</author><author> Robert</author><author>Monroe 
</author><author>Siddhartha</author> <author>Puri</author> <date> 
25</date> <date> January</date> <date> 1995 </date> <affiliation>School 
</affiliation><affiliation> of </affiliation><affiliation> Computer 
</affiliation><affiliation> Science</affiliation> <affiliation> </affiliation> Carnegie 
<affiliation>Mellon <affiliation> University </affiliation>

2.4. Parameter Design. First, N = 4 involves author, date,
title, and affiliation and is represented by S1, S2, S3, and S4
. Second, M represents the number of words in the text
sequence; Thirdly, PI I represents the probability of being
in the Si state at the beginning of the experiment. Fourth,
AIJ represents the specific probability of transition from
state Si to state Sj. Fifth, bj ðkÞ represents the actual probabil-
ity of the word wk appearing at time t in the state.

After the model structure is defined, the three parame-
ters π I, AIj, and BJ ðkÞ are used for analysis. As the training
data set studied in this paper has been marked, maximum
likelihood can be directly used for evaluation in the analysis,
as shown below:

If the training data set does not contain the words in the
test data combination, then the zero probability problem will
arise, which requires probability smoothing. There are many
common smoothing methods, such as absolute discount
method, linear reduction method, and absolute reduction
method. On the basis of fully considering the web text
sequence, the probability of the words before and after being
in the same state is very large, so a relatively simple way is
selected for processing during the experiment. If the proba-

bility of a word is zero, then use the probability of subse-
quent words to replace it. This way, the effect is better and
the practical operation is easier.

3. Experimental Analysis

3.1. Evaluation Criteria. According to the performance evalu-
ation index of constant information extraction proposed in the
conference in the early 1990s, this paper selects two items for

pi = P qi = sið Þ = The number of times the f irst word in a text sequence belongs to state si
∑4

i=1The number of the f irst word in a text sequence belongs to state si
,

aij = P qt+1 = sj qt = sij� �
=

Number of transitions f rom state si to state sj
∑N

j=1Number of transitions f rom state si to state sj
,

bj kð Þ = P Ot =Wk qt = sj
��� �

=
The number of times state sj releases theword wk

The total number of occurrences of state sj in a text sequence
:

ð26Þ
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analysis, one is recall rate (REC), and the other is accuracy rate
(PRE). The specific calculation formula is as follows:

3.2. Result Analysis. In this paper, the VC6.0 programming
language and Windows environment were used for experi-
mental operations. The selected experimental data contained
the heads of 944 papers. Each time, part of the content was
selected as the training data set, and the rest were the test
data set. In the experimental analysis, the following results
can be obtained: Title represents the title of a paper, author
represents the author of a paper, date represents the publica-
tion time, and affiliation represents the affiliation.

In the first experimental analysis, 600 paper heads were
selected for analysis, including 500 training data sets con-
taining 11,472 words in total and 100 test data sets contain-
ing 2,203 words in total. The actual analysis results are
shown in Table 1.

In the second group, 830 paper heads were selected for
analysis, including 600 training data sets, 13,909 words in
total, and 230 test data sets, including 4,934 words in total.
The actual research results are shown in Table 2.

REC =
Extract the correct number of wordsmarked in a field in the result

Total number of words in a field in the smaple
=
Correct‐MarkedWords

Words inData Set
,

REC =
Extract the correct number of wordsmarked in a field in the result

Extract the total number of words in a field in the sturcture
=

Correct‐MarkedWords
Words in Extracted Result Set

:

ð27Þ

Training data
collection Training samplePretreatment of The HMM modelTraining algorithm

Text data
collection Test samplePretreatment of Viterbi algorithm Output status

sequence

Figure 5: Frame diagram of text data extraction and mining.

Enter the web page Building HTML
structure tree

Calculate shannkn
entropy locating

data field

Output data
record

To a sequence
of data

fragments

Populates the data fields by
sequential classification of

data fragments

Figure 6: Automatically extracted structure diagram.

Table 1: Experimental results of the first group.

The domain name
The number of words

Title Author Date Affiliation

Correct-marked words 749 557 85 621

Words in data set 806 621 93 683

Words in extracted result set 835 575 101 691

REC 0.929280 0.896940 0.913978 0.909224

PRE 0.897001 0.968696 0.841582 0.898698
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Compared with the above results, it is found that the recall
rate and accuracy of web text data are very high. This proves
that it is effective to mine marked data information by using
the hiddenMarkovmodel andmaximum likelihood extraction.
Among them, title has the highest accuracy rate, with an aver-
age value of 0.934. Author had the highest recall rate, with an
average value of 0.961. Under the condition that the amount
of test and training data keeps increasing, the recall rate of
DATE will continue to rise. The reason for this change is that
there is not much data information in this area, and the corre-
sponding recall rate will increase as the data information of test
set keeps increasing.

4. Conclusion

When analyzing data extraction and mining technologies,
researchers in various countries should constantly expand
the search scope and fully integrate information data from
different fields, so as to get rid of the limitation of traditional
technology concepts and find better optimization algo-
rithms. In view of this, this paper systematically understands
the extraction and mining of web data, makes clear the
importance of key technologies in practical operation, and
combines hidden Markov model to carry out in-depth min-
ing, so as to grasp more high-quality research results.
Because the hidden Markov model has the advantages of
high efficiency, mature algorithm, and in-depth research,
the application of maximum likelihood method in web text
mining is the main topic of current research and discussion.
Combined with the research results of this paper, it is proved
that hidden Markov model plays an active role in web text
mining. At the same time, the training of professional and
technical personnel should be strengthened, and the key
technologies of web data extraction and mining should be
explored from the perspective of sustainable development.
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Table 2: Experimental results of the second group.

The domain name
The number of words

Title Author Date Affiliation

Correct-marked words 1705 1182 164 1356

Words in data set 1816 1425 175 1518

Words in extracted result set 1907 1242 232 1609

REC 0.938877 0.829473 0.937143 0.893281

PRE 0.894074 0.951690 0.706897 0.842759
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