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Accurately and quickly identifying the types of natural and unnatural earthquake events is the basic premise of monitoring,
prediction, early warning, and other study in the field of seismology, which is of great significance to the prevention,
evaluation, emergency rescue, and other work of earthquake disasters. Convolutional neural network model is a representative
artificial intelligence deep learning algorithm, which has been widely used in computer vision, natural language processing,
object type identification, and other fields in recent years. In this study, AlexNet convolutional neural network model is
selected to study the type identification of 1539 earthquake event waveform records in and around Ningxia Hui Autonomous
Region, China. Earthquake event waveform records contain three types: natural earthquake, explosion, and collapse, in which
both explosion and collapse are unnatural earthquakes. MATLAB software is used to build the training module and test
module for AlexNet convolutional neural network model, and the earthquake event waveform record is transformed into an
image format file of 224 times 224 pixels as input parameters. Finally, AlexNet convolutional neural network model has the
ability of automatic identification of earthquake event types. The results of this study show that the identification accuracy of
earthquake event type in training module is 99.97%, the average value of loss function is 0.001, the identification accuracy of
earthquake event type in test set is 98.51%, and the average value of loss function is 0.059. After training and testing, 60
different types of earthquake event waveform records were randomly selected, and AlexNet convolutional neural network
model was used to identify them automatically. The automatic identification accuracy of natural earthquakes, explosions, and
collapses was 90%, 80%, and 85%, respectively. After training AlexNet convolutional neural network model with earthquake
event waveform records, it can have accurate and fast automatic identification ability. The accuracy of automatic identification
is comparable to that of professional seismic workers, and the time of automatic identification is greatly reduced compared
with that of professional seismic workers. This study can provide an implementation idea of deep learning based on artificial
intelligence for the identification of earthquake event types and make contributions to the cause of earthquake prevention and
disaster reduction.

1. Introduction

Seismologists classify earthquake events into two main cate-
gories according to their seismogenesis mechanism: natural
earthquake events and unnatural earthquake events. Natural
earthquake event is a natural phenomenon that the crust
ruptures rapidly under the action of stress and releases enor-
mous energy and causes violent vibration on the earth’s sur-
face. Common natural earthquake events are tectonic
earthquake, volcanic earthquake, and subsidence earthquake

[1, 2]. Unnatural earthquake events are caused by human
social activities, so they are also called artificial earthquakes.
Common unnatural earthquake events include engineering
blasting, ground collapse caused by mining, geothermal
exploration, reservoir water storage, and nuclear testing.
Both natural and unnatural earthquake events are highly
destructive earthquake disasters, which pose a great threat
to social and economic construction and the safety of peo-
ple’s lives and property. In particular, unnatural earthquake
events will also cause a series of adverse social impacts such
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as social panic and military conflict [3, 4]. Under the mech-
anism of vibration, both natural and unnatural earthquake
events are elastic waves, which vibrate regularly in the prop-
agation medium and carry and propagate energy. Therefore,
their event waveform recording characteristics are very sim-
ilar. Professional seismologists need to spend a lot of preci-
sion and time to distinguish them, and the results of type
identification often have a large error rate. The traditional
method based on human resources can no longer meet the
needs of monitoring, prediction, and early warning in the
field of earthquake but also affect the prevention, evaluation,
emergency rescue, and other work of earthquake disasters.
Under the background of global economic prosperity and
frequent human social activities, the number of unnatural
earthquake events is increasing. According to the statistics
of China Earthquake Network Center (CENC), as many as
112 socially influential unnatural earthquake events were
monitored from 2012 to 2021. Many unnatural earthquake
events in history have caused a large number of casualties
and economic losses. In view of their relatively small magni-
tude and secret occurrence, they often miss the best earth-
quake disaster emergency rescue time. Therefore, how to
quickly and effectively identify the types of natural and
unnatural earthquake events has attracted continuous atten-
tion of seismologists at this stage [5–8].

The early study on the type identification of natural and
unnatural earthquake events mainly focused on a series of
characteristic parameters such as signal-to-noise ratio, phase
difference, and duration of their earthquake event waveform
records. After analogizing and analyzing a large number of
waveform records of natural and unnatural earthquake
events, Zhu et al. [9] pointed out that the sequence of seismic
phases in natural and unnatural earthquake events is P wave,
S wave, and surface wave in turn. The period of P wave is
less than that of S wave, and the period of surface wave is
the largest. After studying the waveform records of 293
explosion events in Southwest China, Zhao et al. [10] and
Miao et al. [11] found that for the explosion near the seismic
monitoring station (about several kilometers), its P wave is
upward in the initial motion direction in the vertical direc-
tion, including the pulse component of jump type, and its
P wave has the characteristics of small period and fast ampli-
tude attenuation; The P wave of explosion (about dozens of
kilometers) far away from the seismic monitoring station
contains pulses similar to Rayleigh surface wave in the verti-
cal direction. This pulse has large amplitude and long
period, which is completely different from natural earth-
quake events. After using the focal mechanism solution
method to study the location of earthquake events, Shi-
yuan et al. [12] pointed out that most unnatural earthquake
events occur on the surface with relatively loose geological
structure, and their high-frequency components are easy to
be absorbed by the propagation medium, so their earthquake
event waveform records are relatively smooth; most natural
earthquake events occur in hard rocks, and their high-
frequency components are not easy to be absorbed, so their
earthquake event waveform records have a large fluctuation
trend. The waveform recording characteristics of collapse
are very different from those of natural earthquake and

explosion. Its vibration frequency is particularly low, its
vibration spectrum is particularly single, and its P wave’s ini-
tial motion direction in the vertical direction is almost all
downward [13, 14]. Korrat et al. [15] used the DEMY wave-
let transform method to process the digital signal of the
waveform recorded signals of natural and unnatural earth-
quake events and calculated their normalized spectral values
and maximum time frequencies. The parameters in this
method can be used to identify the types of natural and
unnatural earthquake events. In order to identify the types
of earthquake events, seismologists have summarized a large
number of large methods and laws, such as the minimum
distance method, continuous hemming method, Fisher
method, step-by-step iterative minimum decision method,
and continuous vector machine method [16–18]. Although
the above methods can effectively identify the types of earth-
quake events from the perspective of scientific research, they
still have certain defects in terms of timeliness and conve-
nience, so the above methods cannot be directly applied to
practical work such as earthquake monitoring, prediction,
early warning, and emergency rescue.

In the 1950s, the concept of artificial intelligence deep
learning appeared in the field of computer science. Its prin-
ciple is to simulate and learn human consciousness and
thinking and complete all kinds of complex work and tasks
with the help of the powerful computing power of com-
puters. The basic process of artificial intelligence deep learn-
ing is to imitate the working mode of human neural
network, use a large number of data samples to conduct
in-depth training on the constructed neural network model,
and constantly optimize the hyperparameters in the network
layer in the training process. When the hyperparameters are
optimized and improved, the complete convolutional neural
network model is used to automatically analyze and process
the new data samples. Convolutional neural network model
has achieved great success in image recognition, face recog-
nition, medical image recognition, natural language recogni-
tion, and many other fields [19–21]. Therefore, in the 1990s,
some seismologists tried to introduce it into the study field
of earthquake event waveform records. Dai and MacBeth
successfully identified the P wave, S wave, and ground pulsa-
tion noise in the waveform records of unidirectional earth-
quake events by using the convolutional neural network
model, but because the algorithm of the convolutional neu-
ral network model was not perfect at that time, they could
not identify the type of earthquake events. Perol et al. [22]
selected 689 waveform records of earthquake events with
high signal-to-noise ratio and used convolutional neural net-
work model to identify their seismic phases. The study
results show that the identification accuracy reaches 87%.
Kriegerowski et al. [23] first used STA/LTA method to detect
natural earthquake events and artificial noise and then used
convolutional neural network model to identify their types.
The research data showed that convolutional neural network
model can identify natural earthquake events and artificial
noise with high accuracy after deep learning. Yang et al.
[24] used GoogLeNet convolutional neural network model
to study the type identification of the event waveform
recorded images of explosion and collapse. The author
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pointed out that the success rate in identifying the types of
explosion and collapse in a specific area can be stabilized
at about 90%. Shaohui Zhou et al. compared and studied
the accuracy of VGG16, VGG19, and GoogLeNet convolu-
tional neural network models in identifying natural and
unnatural earthquake event waveform records. The author
pointed out that the identification rate of VGG16 and
VGG19 is higher than GoogLeNet, and the identification
accuracy of the three convolutional neural network models
is directly proportional to the number of events in the train-
ing set. In addition, some studies showed that natural and
unnatural earthquake events have obvious regional charac-
teristics (geological structures in different regions will affect
the seismic phase characteristics in earthquake event wave-
form records) [25]; the signal-to-noise ratio of event wave-
form records is directly proportional to the recognition
accuracy [26]; the number of training iterations is propor-
tional to the recognition accuracy, and the computing per-
formance of computer GPU is inversely proportional to
the recognition time [27].

2. Research Methodology

2.1. AlexNet Convolutional Neural Network Model. In 2021,
Alex, Ilya, and Geoffrey compiled the first-generation algo-
rithm of AlexNet convolutional neural network model and
won the annual champion of the championship of ImageNet
Large Scale Visual Recognition Challenge (ILSVRC). Since
then, AlexNet convolutional neural network model has
made a big impact in the field of artificial intelligence deep
learning. AlexNet convolutional neural network model
includes one input layer, five convolutional layers, three fully
connected layers, and one input layer. In particular, three
convolutional layers accept the maximum pooling operation.
Compared with other convolutional neural network models,
AlexNet pioneered the use of ReLU unsaturated activation
function to shorten the training speed of convolutional neu-
ral network models. It calls two GPUs in the computer to
place convolutional kernels, locally normalize some layers,
and perform overlapping pooling, data enhancement, output
loss, and other operations to place the occurrence of over fit-
ting phenomenon [28–30]. The schematic diagram of the
AlexNet convolutional neural network model is shown in
Figure 1.

2.1.1. Input Layer. The function of the input layer is to input
images for the whole convolutional neural network model.
Each image is composed of several pixels, and each pixel
has a specific pixel value. Therefore, the input layer trans-
forms the specific image into a matrix of pixel values and
carries out input operations. The input image format usually
comes in two forms: color image and gray image. The color
image adopts RGB color management mode, and each pixel
corresponds to three-pixel value matrices. Gray image is rel-
atively simple; each pixel corresponds to a gray value
matrix [31].

2.1.2. Convolutional Layer. The function of the convolu-
tional layer is to extract features from the input data of the

input layer. The convolutional layer contains multiple con-
volutional kernels; a weight coefficient and a bias vector
form an element in the convolutional kernel. Its structure
is similar to that of neurons in a feedforward neural network.
Each neuron in the convolutional layer is connected to mul-
tiple neurons in the region with similar positions in the pre-
vious layer. The size of the region depends on the size of the
convolution kernel, which is also known as the receptive
field. The convolutional kernel will regularly scan the input
features when working, and multiply and sum the matrix
elements of the input features in the receptive field and
superimpose the deviation vector. The important parameters
of the convolution layer include the convolutional kernel
size, step size, and padding, which jointly determine the size
of the output feature graph of the convolution layer. The size
of the convolutional kernel can be specified as any value
smaller than the size of the input image. The larger the con-
volutional kernel is, the more complex the input features can
be extracted. The working principle of convolutional layer is
as follows [32]:
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where b is the deviation, Zði, jÞ represents the pixel of the
corresponding feature graph, Zðl+1Þ represents the convolu-
tion output of the l + 1 layer, Zl represents the convolution
input of the l + 1 layer, wl lists the weight parameters of
the l layer, Ll+1 is the size of Zðl+1Þ, and f , s0, and p are con-
volution layer parameters, corresponding to the convolu-
tional kernel size, convolutional step size, and filling
number.

2.1.3. Pooling Layer. The pooling layer is used to compress
data, reduce dimensions, and reduce the number of param-
eters. After the convolutional calculation, the dimension of
the input image data will become higher and higher, but
the feature graph does not change much. Therefore, after
many convolutional calculations, the convolutional neural
network will generate a large number of parameters. This
result will not only increase the difficulty of convolutional
neural network training, but also lead to overfitting phe-
nomenon, resulting in distortion of the calculation results.
In the pooling layer, the pixel point in the image data and
its surrounding data points are aggregated for statistics to
reduce the size of the feature graph, and then the average
or maximum value is taken for the adjacent areas to further
reduce the number of parameters. Through the pooling
operation, the adaptive ability of extracted features to light
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and other factors is also enhanced. The pooling operation
can fuse the feature graph of the upper layer, because the
parameters of adjacent regions have strong correlation, and
can prevent the overfitting phenomenon. The pooling layer
works as shown in the equation [33]
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In the formula, s0 and pixel ði, jÞ have the same meaning
as the convolution layer; p is a prespecified parameter; when
p⟶∞, it is called maximal pooling.

2.1.4. Fully Connected Layer. In convolutional neural net-
works, the function of the convolutional layer is to achieve fea-
ture extraction, while the fully connected layer is to classify all
features. After the pooling layer outputs the feature mapping
map, the fully connected layer needs to classify and output each
feature according to the feature mapping map. The fully con-
nected layer is generally located at the end of the convolutional
neural network. It connects all nodes of the previous layer and
all nodes of the later layer and calculates the network weight by
cross calculation. At the same time, features are distributed, and
the hidden layer feature space is mapped to the sample marker
space. Due to the large number of parameters of the fully con-
nected layer, the calculation rate of themodel is affected. There-
fore, other layers are often used to replace the fully connected
layer, such as the global average pooling layer, when the data
volume is large and the model convergence speed is slow, espe-
cially when the real-time transmission results of the model are
required. This alternative has worked well with ResNet, Goo-
gLeNet, and AlexNet. After many times of convolution and
pooling, feature data is expanded into vectors and output by
excitation function. Logical function or normalized exponential
function is used to output classification tag encoding. The for-
ward calculation process of the full connection layer is

ai,l = f wlai,l−1 + blð Þ, ð4Þ

where ai,l represents the feature vector of the ith data after pass-
ing through the lth fully connected layer and wl and bl repre-
sent the weight and bias of the lth neuron, respectively.

2.1.5. ReLU Unsaturated Activation Function. Other convo-
lutional neural network models usually employ sigmoid or

tanh activation functions, which are very large or very small
in independent variables and tend to maintain the output of
the activation functions. Therefore, such activation functions
are also called saturation functions. To solve the problem of
supersaturation, AlexNet uses the unsaturated correction
linear activation function ReLU = ðxÞ =max ð0, xÞ. ReLU is
quicker than other saturated functions in training time. It
makes full use of piecewise linear structure to achieve non-
linear expression ability. The disappearance of gradient is
weaker, which helps to train deeper and more efficient con-
volution neural network model. In addition, AlexNet convo-
lutional neural network model also performs local response
normalization on some layers, which can effectively reduce
the error rate of recognition results [34, 35].

2.1.6. Description of each Layer

(1) The first layer is the input layer, which is a 3-channel
image with a size of 224 × 224

(2) The second layer is the convolutional layer, which uses
96 convolutional kernels with a size of 11 × 11 × 3.
These convolutional kernels are divided into two
groups (each group contains 48 convolutional ker-
nels), which carry out convolutional operation on
the input layer by 4 pixels in step length, and obtain
two groups of convolution results of 55 × 55 × 48.
The ReLU activation function is used for the convolu-
tion result to obtain the activation result. Then, the
two groups of activation results of 55 × 55 × 48 were
pooled using the overlapping maximum pooling with
a window of 3 × 3 and step size of 2 pixels, and the
pooling results of the two groups of 27 × 27 × 48 were
obtained. Finally, two groups of 27 × 27 × 48 normal-
ized results were obtained by using local response nor-
malization operation for pooling results

(3) The third layer is the convolutional layer, which uses
256 convolution kernels of 27 × 27 × 48 size. These
convolutional kernels are divided into two groups
(each group contains 128 convolutional kernels),
and convolution operation is performed on the nor-
malized results of layer 2 by step length of 1 pixel,
and two groups of 27 × 27 × 128 convolution results
are obtained. Then, the ReLU activation function is
used for the convolution result to obtain the activa-
tion result. Then, the two groups of activation results

Input
layer

Output
layer

Fully-
connected

layer

Convolutional
layer

Convolutional
layer

Pooling
layer

Pooling
layer

Figure 1: The schematic diagram of the AlexNet convolutional neural network model.
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of 27 × 27 × 128 were pooled using the overlapping
maximum pooling with a window of 3 × 3 and step
size of 2 pixels to obtain two groups of 13 × 13 × 128
pooling results. Finally, two groups of 13 × 13 × 128
normalized results were obtained by using local
response normalization operation for pooling results

(4) The fourth layer is the convolutional layer. 384 convo-
lutional kernels with a size of 13 × 13 × 256 are used to
conduct convolution operation on the normalized
results of the third layer according to the step length
of 1 pixel, and two groups of 13 × 13 × 384 convolution
results are obtained (each group has a size of 13 × 13
× 192). Then, the ReLU activation function is used
for the convolution result to obtain the activation result

(5) The fifth layer is the convolutional layer, which uses
384 convolutional kernels with a size of 13 × 13 × 192
. These convolutional kernels are divided into two
groups (each group contains 192 convolution kernels),
and convolution operation is performed on the activa-
tion results of layer 4 by 1 pixel step length, and two
groups of convolution results of 13 × 13 × 192 are
obtained. Then, the ReLU activation function is used
for the convolution result to obtain the activation result

(6) The sixth layer is the convolutional layer, which uses
256 convolutional kernels with a size of 13 × 13 ×
192. These convolutional kernels are divided into
two groups (each group contains 128 convolutional
kernels), and convolution operation is performed
on the activation results of layer 5 by step length of
1 pixel, and two groups of 13 × 13 × 128 convolution
results are obtained. Then, the ReLU activation func-
tion is used for the convolution result to obtain the
activation result. Then, the two groups of 13 × 13 ×
128 activation results were pooled with a window
of 3 × 3 and a step size of 2 pixels to obtain two
groups of 13 × 13 × 128 pooling results

(7) The seventh layer is the fully connected layer, and
4096 neurons are used to divide into two groups
(each group has 2048 volume neurons). The pooling
results of the sixth layer are fully connected, and
then the ReLU activation function is used to obtain
the activation results. The dropout result is then
obtained by using a dropout operation with proba-
bility of 0.5 on the activation result

(8) Layer 8 is the fully connected layer, which uses 4096
neurons and is divided into two groups (2048 volume
neurons per group). The dropout results of layer 7 are
fully connected, and then ReLU activation function is
used to obtain the activation results. The dropout
result is then obtained by using a dropout operation
with probability of 0.5 on the activation result

(9) The final layer is a soft max output layer for 1000
channels, which is used to produce a label distribu-
tion covering 1000 classes

3. Research Area and Data

3.1. Overview of Research Area. The study area is Ningxia
Hui Autonomous Region and its surrounding areas in
China. It is located in the northwest of China, the upper
reaches of the Yellow River and the northern section of the
North-South Seismic Belt in China. It is the main step area
of the topographic height and crustal thickness changes in
the Chinese Mainland and also the main intersection area
of the Qinghai Tibet Plateau block and the North China
block. The geological structure of it and its surrounding
areas is very complex, its seismic fault zone is very devel-
oped, and its neotectonic movement is very strong. Natural
seismicity in this area is very extensive, with intense intensity
and high frequency. Up to now, more than 20 active fault
zones have been found in Ningxia Hui Autonomous Region
and its surrounding areas, such as the East foot fault zone of
the Helan Mountain, Zhongwei-Tongxin fault zone,
Haiyuan fault zone, and Sanguankou-Niushou Mountain-
Guyuan fault zone. Since the earthquake was recorded in
China in 646A.D., more than 50 destructive natural earth-
quake events have occurred in this region. Among them,
the Yinchuan-Pingluo M8.0 earthquake in 1739 is the first
downburst earthquake in China’s capital city; the Haiyuan
M8.5 earthquake in 1920 was the largest earthquake that
occurred in Chinese Mainland in the twentieth century
(according to incomplete statistics, about 270000 people
died) [36, 37].

Ningxia Hui Autonomous Region and its surrounding
areas are mostly loess landforms, karst landforms, and river
valley landforms, and this region is also very rich in coal
resources, geothermal resources, and oil resources, which
makes this region a high incidence area of unnatural earth-
quake events. At present, more than 40 fixed explosion sites
have been recorded, covering a wide range of more than a
dozen cities and counties in Ningxia Hui Autonomous
Region, Inner Mongolia Autonomous Region, Gansu Prov-
ince, and Shaanxi Province. Among them, large fixed explo-
sion sites include Sanguankou mining area, Zhongning
County mining area, Zhongwei City mining area, Yinchuan
mining area, Dafeng mining area, and Shitanjin mining area
at the junction of Guyuan City and Jingyuan County, Pin-
gluo County, and Alxa Left Banner. The largest explosion
occurred in the study area was the chamber blasting carried
out by the Ning Coal Group in Pingluo County open pit
mining area on December 20, 2007. Its explosive volume
was 5499 tons, and the explosion coverage was about 632.9
times 104 square meters. There are also countless collapses
caused by mining, groundwater extraction, engineering con-
struction, and other incentives, which are mainly distributed
in the northwest, east, and southeast of Ningxia Hui Auton-
omous Region. Abundant waveform records of natural and
unnatural earthquake events provide a solid data foundation
for this study. The regional location of Ningxia Hui Auton-
omous Region is shown in Figure 2.

3.2. Overview of Research Data. The waveform records of
natural and unnatural earthquake events involved in this
study are all from the database of the Earthquake Agency
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of Ningxia Hui Autonomous Region; there are 1539 in total.
The time range of waveform records of natural and unnatu-
ral earthquake events selected in this study is from January
1, 2012, to December 31, 2021, of which the number of
waveform records of natural earthquake events is 728 and
the number of waveform records of unnatural earthquake
events is 811 (including 426 explosions and 385 collapses).
The data format of event waveform record is .SEED format,
which is applicable to the JOPENS6.0 seismic data process-
ing system of the China Seismic Network Center (CENC).
Each event waveform record includes east-west direction,
north-south direction, and vertical direction, and their
signal-to-noise ratio is relatively high. Each event waveform
record includes seismic phase parameters such as P wave, S
wave, surface wave, and background noise. The time window
length of event waveform record is 30 seconds. The propor-
tional distribution of natural and unnatural earthquake
event types is shown in Figure 3.

4. Research Process and Results

4.1. Research Process

4.1.1. Preprocessing. Import each event waveform record in
.SEED format into the seismic waveform record data pro-
cessing software MSDP. Use the software to delete the text,
background color, coordinate axis, and other interference
parameters in the event waveform record, and only keep
the event waveform in a single three directions.

4.1.2. Image Adjustment. Use image editing software to
intercept event waveform records and save them as.jpg
image format; the resolution of the captured image is
adjusted to 244 times 244, i.e., 244 pixels in height and

width. An example of the event waveform recording image
is shown in Figure 4.

4.1.3. Labeling. The event waveform recording images of
natural earthquakes, explosions, and collapses are labeled
to inform AlexNet convolutional neural network model of
the types of event waveform recording images in advance,
in preparation for the next training steps.

4.1.4. Training. Images were recorded with a 3-channel
event waveform at 244 × 244 input resolution for the Alex-
Net convolutional neural network model, which was solved
using the ReLU activation function with a step size of 4
pixels, and the resulting activation was normalized using a
local response normalization operation, the normalized
results were obtained. During this period, the AlexNet con-
volutional neural network model also performs an automatic
dropout operation on the activation results, helping to miti-
gate the appearance of overfitting. After training, the Alex-
Net convolutional neural network model automatically
records features from every pixel spot in every event wave-
form recording image, and it uses these features to identify
different types of event waveform recording images.

4.1.5. Testing. The purpose of this step is to test whether the
AlexNet convolutional neural networkmodel has been trained
to identify the recorded images of different types of event
waveforms. Its specific operation method is to import various
types of event waveform recording images that are different
from the training set, and see whether the AlexNet convolu-
tional neural network model can accurately and quickly iden-
tify the type of event waveform recording images.

4.1.6. Result Statistics. Make statistics on the results of train-
ing and testing (such as the value of loss function, the

Figure 2: The regional location of Ningxia Hui Autonomous
Region and its surrounding areas.

385, 25%

Proportion of event types

Natural earthquake

Explosion

Collapse

426, 28%

728, 47%

Figure 3: The proportion of natural and unnatural earthquake
event types.
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percentage of recognition accuracy, and other key parame-
ters), and draw the final conclusion of this study through
the statistical results

4.2. Research Results. In this study, AlexNet convolutional
neural network model is used to identify the types of natural
and unnatural earthquake event waveform records in Ning-
xia Hui Autonomous Region and its surrounding areas in
China. There are three types of event waveform records,
which are natural earthquake, explosion, and collapse. After
building and optimizing the basic algorithm of AlexNet con-
volutional neural network model with MATLAB software,
the natural and unnatural earthquake event waveform
records are imported in the image format of 244 times 244
pixels, and it is allowed to perform convolutional operation,
ReLU activation function operation, overlap maximum
pooling operation, local response normalization operation,
etc. Finally, AlexNet has the ability to automatically identify
the type of event waveform records.

The results show that the identification accuracy of Alex-
Net convolutional neural network model for natural and
unnatural earthquake event waveform records is as high as
99.97% in the training process and 98.51% in the testing pro-
cess. There is no overfitting phenomenon in AlexNet convo-
lutional neural network model during training and testing.
The average value of its loss function during training is
0.001, and the average value of its loss function during test-
ing is 0.059. In the process of training and testing, with the
increase of training times, its accuracy and the trend curve
of loss function basically remain unchanged and stable near
a special value, and with the increase of training times, its
type identification accuracy gradually increases and exceeds
90%. In the process of training and testing, the trend curve
of its loss function fluctuates at the beginning of the period.
With the increase of training times, the trend curve of the

loss function decreases rapidly and gradually stabilizes near
a relatively small value, and finally no other changes occur.
The accuracy curve and loss function curve of AlexNet con-
volutional neural network model during training and testing
are shown in Figure 5.

In the accuracy verification stage of natural and unnatu-
ral earthquake event waveform records, 18 of 20 natural
earthquakes were correctly identified, 1 was identified incor-
rectly, and 1 was not identified, with an identification accu-
racy rate of 90%. 16 of the 20 explosions were correctly

P wave
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Figure 4: An example of natural earthquake event waveform recording image.
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Figure 5: The accuracy curve and loss function curve during
training and testing.
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identified, 2 were identified incorrectly, and 2 were unrecog-
nized; the identification accuracy rate was 80%. Among the
20 collapses, 17 were correctly identified, 1 was identified
incorrectly, and 2 were identified incorrectly, the identifica-
tion accuracy rate was 85%.

5. Conclusions and Discussion

(1) AlexNet convolutional neural network is a represen-
tative algorithm based on artificial intelligence deep
learning, which has a high reputation in the field of
image identification. In the early work on the type
identification of waveform records of natural and
unnatural earthquake events, seismologists mainly
focused on the distinction of seismic phase charac-
teristics. The image recorded by the event waveform
records is simply regarded as a pixel matrix, and the
pixel features in the image are scanned and learned
by using the AlexNet convolutional neural network
model, so as to achieve the purpose of type identifi-
cation, which can provide a new idea for such seis-
mological work in the future

(2) AlexNet convolutional neural network model can
obviously increase the accuracy rate of waveform
record type identification of natural and unnatural
earthquake events after using ReLU activation func-
tion, maximum overlap pooling, local response nor-
malization, and other operations. These innovative
operations are different from other types of convolu-
tional neural network models

(3) In the type identification of natural and unnatural
earthquake event waveform records, the low signal-
to-noise ratio will affect the final identification accu-
racy. Similarly, large background noise interference,
earthquake event waveform drift, missing earth-
quake event waveform, and too small magnitude
(about lower than M0.8) will affect the final identifi-
cation accuracy

(4) AlexNet convolutional neural network model has a
very high accuracy in the type identification of natu-
ral earthquake event waveform records, which can
reach almost 100%, but its accuracy in the type iden-
tification of explosion and collapse is relatively low,
about 85%. The reason for this kind of phenomenon
is that the seismogenic mechanism of explosion and
collapse is complex and diverse, and their human
interference factors are too large during the seismo-
genic process, which sometimes leads to the irregular
trend of their event waveform records, resulting in
the reduction of the accuracy of type identification

(5) In this study, the training and testing process of
AlexNet convolutional neural network model is
completely automated, which does not need human
intervention, and conforms to the automation con-
cept of artificial intelligence deep learning. However,
in the early stage of the selection and format conver-

sion of event waveform records, manual operation is
still used, which is relatively time-consuming and
laborious, so this is also the defect of this study

(6) After training and testing, the AlexNet convolutional
neural network model in this study can well replace
manual operation to accurately and quickly identify
the waveform records of natural and unnatural
earthquake events in and around Ningxia Hui
Autonomous Region, China. However, the data sam-
ples in this study are relatively small, and the region
is relatively concentrated, which has certain limita-
tions. The reason for this kind of problem is that
there are great differences in various seismic phase
parameters recorded by natural and unnatural earth-
quake event waveform in different regions. When it
cannot be fully trained and tested, its results will be
biased

Data Availability

The waveform recording of natural and unnatural seismic
events data used to support the findings of this study were
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mous Region under license and so cannot be made freely
available. Requests for access to these data should be made
to Ren Jiaqi, renjiaqiqjr@163.com.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This study was supported by the Natural Science Foundation
of Science and Technology Department of Ningxia Hui
Autonomous Region (Project No. 2021AAC03482).

References

[1] P. M. Shearer, Introduction to Seismology, Cambridge Univer-
sity Press, Cambridge, England, 2020.

[2] K. E. Bullen, K. E. Bullen, K. A. Bullen, and B. A. Bolt, An
Introduction to the Theory of Seismology, Cambridge Univer-
sity Press, Cambridge, England, 1985.

[3] G. Purcaru and H. Berckhemer, “Quantitative relations of seis-
mic source parameters and a classification of earthquakes,”
Tectonophysics, vol. 84, no. 1, pp. 57–128, 1982.

[4] S. Falsaperla, S. Graziani, G. Nunnari, and S. Spampinato,
“Automatic classification of volcanic earthquakes by using
multi-layered neural networks,” Natural Hazards, vol. 13,
no. 3, pp. 205–228, 1996.

[5] S. C. Stiros, “Identification of earthquakes from archaeological
data: methodology, criteria and limitations,” Archaeoseismol-
ogy, vol. 7, pp. 129–152, 1996.

[6] J. F. Evernden, “Identification of earthquakes and explosions
by use of teleseismic data,” Journal of Geophysical Research,
vol. 74, no. 15, pp. 3828–3856, 1969.

[7] K. Koch and D. Fäh, “Identification of earthquakes and explo-
sions using amplitude ratios: the Vogtland area revisited,” in
Monitoring the Comprehensive Nuclear-Test-Ban Treaty:

8 Wireless Communications and Mobile Computing

mailto:renjiaqiqjr@163.com


Seismic Event Discrimination and Identification, pp. 735–757,
Birkhäuser, Basel, 2002.

[8] L. Di, J. Bo, and Z. Shiliang, “Advances in the identification of
reservoir-induced earthquakes,” in IOP Conference Series:
Earth and Environmental Science, vol. 643, no. 1, article
12157, 2021IOP Publishing, 2021.

[9] W. Zhu, K. S. Tai, S. M. Mousavi, P. Bailis, and G. C. Beroza,
“An end-to-end earthquake detection method for joint phase
picking and association using deep learning,” Earth, vol. 127,
no. 3, p. e2021JB023283, 2022.

[10] J. R. Zhao, X. K. Zhang, F. Y. Wang et al., “North China sub-
craton lithospheric structure elucidated through coal mine
blasting,” Chinese Science Bulletin, vol. 54, no. 4, pp. 669–
676, 2009.

[11] F. Miao, N. S. Carpenter, Z. Wang, A. S. Holcomb, and E. W.
Woolery, “High-accuracy discrimination of blasts and earth-
quakes using neural networks with multiwindow spectral
data,” Seismological Research Letters, vol. 91, no. 3, pp. 1646–
1659, 2020.

[12] H. Shi-yuan, W. E. I. Hong-mei, G. A. O. Jian et al., “Wave
characteristics of blasting events recorded by the Chongqing
digital seismic network,” North China Earthquake Science,
vol. 35, no. 2, pp. 30–33, 2017.

[13] D. Chen and P. M. Mai, “Automatic identification model of
micro-earthquakes and blasting events in Laohutai coal mine
based on the measurement of source parameter difference,”
Measurement, vol. 184, article 109883, 2021.

[14] A. H. Zhao, Y. X. Guo,W. G. Sun, L. Q. Yang, and Z. Liu, “Spa-
tio-temporal characteristics of mine blast activity in North
China,” Progress in Geophysics, vol. 27, no. 3, pp. 917–923,
2012.

[15] I. M. Korrat, A. Lethy, M. N. ElGabry, H. M. Hussein, and A. S.
Othman, “Discrimination between small earthquakes and
quarry blasts in Egypt using spectral source characteristics,”
Pure and Applied Geophysics, vol. 179, no. 2, pp. 599–618,
2022.

[16] D. N. Anderson, G. E. Randall, R. W. Whitaker et al., “Seismic
event identification,” Wiley Interdisciplinary Reviews: Compu-
tational Statistics, vol. 2, no. 4, pp. 414–432, 2010.

[17] B. Yang, S. Qin, L. Xue, and K. Zhang, “Identification of seis-
mic type of 2017 Iraq M W 7.3 earthquake and analysis of its
post-quake trend,” Chinese Journal of Geophysics, vol. 61,
no. 2, pp. 616–624, 2018.

[18] F. Ringdal and E. S. Husebye, “Application of arrays in the
detection, location, and identification of seismic events,” Bulle-
tin of the Seismological Society of America, vol. 72, no. 6B,
pp. S201–S224, 1982.

[19] K. O'Shea and R. Nash, “An introduction to convolutional
neural networks,” 2015, http://arXiv.1511.08458.

[20] S. Albawi, T. A. Mohammed, and S. Al-Zawi, “Understanding
of a convolutional neural network,” in 2017 international con-
ference on engineering and technology (ICET), pp. 1–6,
Antalya, Turkey, 2017.

[21] R. Yamashita, M. Nishio, R. K. G. Do, and K. Togashi, “Convo-
lutional neural networks: an overview and application in radi-
ology,” Insights Into Imaging, vol. 9, no. 4, pp. 611–629, 2018.

[22] T. Perol, M. Gharbi, and M. Denolle, “Convolutional neural
network for earthquake detection and location,” Science
Advances, vol. 4, no. 2, article e1700578, 2018.

[23] M. Kriegerowski, G. M. Petersen, H. Vasyura-Bathke, and
M. Ohrnberger, “A deep convolutional neural network for

localization of clustered earthquakes based on multistation full
waveforms,” Seismological Research Letters, vol. 90, no. 2A,
pp. 510–516, 2019.

[24] S. Yang, J. Hu, H. Zhang, and G. Liu, “Simultaneous earth-
quake detection onmultiple stations via a convolutional neural
network,” Seismological Research Letters, vol. 92, no. 1,
pp. 246–260, 2021.

[25] N. Van Quan, H. J. Yang, K. Kim et al., “Real-time earthquake
detection using convolutional neural network and social data,”
in 2017 IEEE Third International Conference on Multimedia
Big Data (BigMM), pp. 154–157, Laguna Hills, CA, USA, 2017.

[26] D. Jozinović, A. Lomax, I. Štajduhar, and A. Michelini, “Rapid
prediction of earthquake ground shaking intensity using raw
waveform data and a convolutional neural network,” Geophys-
ical Journal International, vol. 222, no. 2, pp. 1379–1389, 2020.

[27] M. Ji, L. Liu, and M. Buchroithner, “Identifying collapsed
buildings using post-earthquake satellite imagery and convo-
lutional neural networks: a case study of the 2010 Haiti earth-
quake,” Remote Sensing, vol. 10, no. 11, p. 1689, 2018.

[28] M. Z. Alom, T. M. Taha, C. Yakopcic et al., “The history began
from AlexNet: a comprehensive survey on deep learning
approaches,” 2018, http://arXiv.1803.01164.

[29] R. A. Minhas, A. Javed, A. Irtaza, M. T. Mahmood, and Y. B.
Joo, “Shot classification of field sports videos using AlexNet
convolutional neural network,” Applied Sciences, vol. 9, no. 3,
p. 483, 2019.

[30] D. S. Prashanth, R. Mehta, K. Ramana, and V. Bhaskar,
“Handwritten Devanagari Character Recognition using modi-
fied Lenet and AlexNet convolution neural networks,” Wire-
less Personal Communications, vol. 122, no. 1, pp. 349–378,
2022.

[31] J. Sun, X. Cai, F. Sun, and J. Zhang, “Scene image classification
method based on Alex-Net model,” in 2016 3rd International
Conference on Informative and Cybernetics for Computational
Social Systems (ICCSS), pp. 363–367, Jinzhou, 2016.

[32] P. Dhar, S. Dutta, and V. Mukherjee, “Cross-wavelet assisted
convolution neural network (AlexNet) approach for phono-
cardiogram signals classification,” Biomedical Signal Process-
ing and Control, vol. 63, article 102142, 2021.

[33] H. Ismail Fawaz, B. Lucas, G. Forestier et al., “Inceptiontime:
finding AlexNet for time series classification,” Data Mining
and Knowledge Discovery, vol. 34, no. 6, pp. 1936–1962, 2020.

[34] G. Lin and W. Shen, “Research on convolutional neural net-
work based on improved Relu piecewise activation function,”
Procedia computer science, vol. 131, pp. 977–984, 2018.

[35] Z. Qiumei, T. Dan, andW. Fenghua, “Improved convolutional
neural network based on fast exponentially linear unit activa-
tion function,” Ieee Access, vol. 7, pp. 151359–151367, 2019.

[36] B. C. Burchfiel, P. Zhang, Y. Wang et al., “Geology of the
Haiyuan fault zone, Ningxia-Hui Autonomous Region, China,
and its relation to the evolution of the northeastern margin of
the Tibetan Plateau,” Tectonics, vol. 10, no. 6, pp. 1091–1110,
1991.

[37] Z. Peizhen, B. C. Burchfiel, P. Molnar et al., “Late Cenozoic
tectonic evolution of the Ningxia-Hui autonomous Region,
China,” Geological Society of America Bulletin, vol. 102,
no. 11, pp. 1484–1498, 1990.

9Wireless Communications and Mobile Computing

http://arXiv.1511.08458
http://arXiv.1803.01164

	Research on Identification of Natural and Unnatural Earthquake Events Based on AlexNet Convolutional Neural Network
	1. Introduction
	2. Research Methodology
	2.1. AlexNet Convolutional Neural Network Model
	2.1.1. Input Layer
	2.1.2. Convolutional Layer
	2.1.3. Pooling Layer
	2.1.4. Fully Connected Layer
	2.1.5. ReLU Unsaturated Activation Function
	2.1.6. Description of each Layer


	3. Research Area and Data
	3.1. Overview of Research Area
	3.2. Overview of Research Data

	4. Research Process and Results
	4.1. Research Process
	4.1.1. Preprocessing
	4.1.2. Image Adjustment
	4.1.3. Labeling
	4.1.4. Training
	4.1.5. Testing
	4.1.6. Result Statistics

	4.2. Research Results

	5. Conclusions and Discussion
	Data Availability
	Conflicts of Interest
	Acknowledgments

