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With the wide application of the Internet of Things (IoT) in real world, the impact of the security on its development is becoming
incrementally important. Recently, many advanced technologies, such as artificial intelligence (AI), computational intelligence
(CI), and deep learning method, have been applied in different security applications. In intrusion detection system (IDS) of
IoT, this paper developed an adaptive differential evolution based on simulated annealing algorithm (ASADE) to deal with the
feature selection problems. The mutation, crossover, and selection processes of the self-adaptive DE algorithm are modified to
avoid trapping in the local optimal solution. In the mutation process, the mutation factor is changed based on the hyperbolic
tangent function curve. A linear function with generation is incorporated into the crossover operation to control the crossover
factor. In the selection process, this paper adopts the Metropolis criterion of the SA algorithm to accept poor solution as
optimal solution. To test the performance of the proposed algorithm, numerical experiments were performed on 29 benchmark
functions from the CEC2017 and six typical benchmark functions. The experimental results indicate that the proposed

algorithm is superior to the other four algorithms.

1. Introduction

With the popularity of the Internet of Things (IoT) [1, 2],
the applications of the IoT in various industries have gradu-
ally increased, e.g., autonomous vehicles [3, 4], the medical-
care IoT [5], the satellite-based IoT [6], and the industrial
Internet of Things [7]. The widespread deployments and
advancements in IoT have simultaneously increased threats
of security, such as online spamming [8], advanced persis-
tent threats [9], and some malicious activities. IoT also
adopts many protection measures for security, including
intrusion detection system (IDS) [10], antiforensic technol-
ogy [11], encryption [12-14], privacy-preserving [15]
technology, etc. To further ensure the security of the IoT,
various technologies such as artificial intelligence (AI),
blockchain technology [16-22], security and detection
mechanisms [23], and key management schemes [24] are
used to enhance and optimize these protection measures.

The Artificial Intelligence Internet of Things (AloT) makes
the intercommunication of various networks and systems
more efficient [25-29]. Deep learning has also made many
contributions to the realization of AloT [30-32] and other
field [33, 34]. Many scholars have adopted different computa-
tional intelligences, including fuzzy system, neural networks
[35-37], swarm intelligence [38], differential evolution algo-
rithm [39], and other evolutionary computation [40], to
resolve differential optimization problems. The optimization
and improvement of differential evolution (DE) algorithm
have become a trend in the application of IoT. Xue et al. [41]
adopted a self-adaptive differential evolution algorithm
(SaDE) to deal with feature selection problems. In the nonuni-
form IoT node deployments, to solving nonlinear real-
parameter problems, Ghorpade et al. [42] proposed an
enhanced particle swarm optimization algorithm and
adopted differential crossover quantum in this algorithm. In
heterogeneous resource allocation, to minimize service cost
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and service time, Fang et al. [43] proposed a dynamic multiob-
jective evolutionary algorithm to allocating IoT services.
Iwendi et al. [44] proposed a metaheuristic optimization
approach for energy efficiency in the IoT networks. Yang
et al. [45] proposed an intelligent trust cloud management
method for secure and reliable communication in Internet
of Medical Things (IoMT) systems. Qureshi et al. [46] pro-
posed enhanced differential evolution (EDE) and adaptive
EDE algorithms to effectively improve the topology robust-
ness of the IoT network while keeping the node degree distri-
bution unchanged.

In 1995, Storn and Price first proposed the DE algorithm
on the basis of the genetic algorithm to solve global optimi-
zation problems over continuous space [47]. As a metaheur-
istic algorithm, the DE algorithm utilizes the individuals in
the population to present the solutions of problem and
updates the individuals through the mutation operation,
crossover operation, and selection operation. Due to its easy
implementation, high convergence speed, and superior
robustness, the DE algorithm has been widely used in many
fields, including in solving dynamic optimization problems
[48], constraint optimization problems [49], multiobjective
optimization problems [50], and engineering design prob-
lems in practical applications [51]; it can also be used as
scheduling algorithm in CPS system [52].

To achieve better improvement on the performance of
the DE algorithm, many scholars have developed different
optimized DE algorithms, which adopt adaptive mutation
strategy and crossover strategy to optimize the mutation
and crossover process. Mohamed and Suganthan [53]
proposed an enhanced DE algorithm and introduced a new
triangular mutation operator and two adaptive schemes to
change the values of the mutation factor and crossover
factor. Mohamed and Mohamed [54] proposed a new DE
algorithm, namely, AGDE, to prepare two candidate pools
of crossover factor and adaptively update the parameter
value. Mohamed et al. [49] proposed an enhanced DE algo-
rithm (EDDE) to solve constrained engineering optimiza-
tion problems. EDDE uses individual information with
different fitness function values in the population to generate
a mutation vector. Wu et al. [55] realized an ensemble of
three DE variants (EDEV). In each generation of the ensem-
ble, the optimal variant is obtained by competition among
three variants, and the final evolution is carried out by the
optimal variant. Elquliti and Mohamed [56] proposed the
nonlinear integer goal programming problem with binary
and real variables and developed an improved real-binary
differential evolution (IRBDE) algorithm for solving con-
strained optimization problems. In the developed algorithm,
a new binary mutation strategy is introduced to deal with
binary variables. Fu et al. [57] proposed an adaptive DE
algorithm with aging leader and challenger mechanism to
solve optimization problem. Sun et al. [58] proposed a
hybrid adaptive DE algorithm, namely, HADE, which
develops a mutation process with a disturbance factor and
adjusts the crossover factor according to the fitness function
values. Huynh et al. [59] added a Q-learning model to
generate the values of the mutation factor and the crossover
factor in the DE algorithm. Zeng et al. [60] combined the
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DE algorithm with the SA algorithm to generate a new
individual with a Markov chain length of L time in the
mutation operation.

In this study, we proposed an adaptive simulated anneal-
ing differential evolution (ASADE) algorithm based on the
SA algorithm and DE algorithm. In the ASADE algorithm,
the mutation factor is modified with reference to the hyper-
bolic tangent function curve, the crossover factor is changed
to linear variation of generation, and we combine the
selection operation and the Metropolis criterion of the SA
algorithm. In the early evolution stages of the proposed algo-
rithm, the mutation factor and crossover factor maintain a
relatively large value, and the ability of the algorithm to get
rid of a local optimal solution is enhanced. In the middle
evolution stages, the values of the mutation factor and cross-
over factor are decreasing and the algorithm speeds up the
convergence rate and obtains the trade-off between global
and local abilities. In the later stage, the mutation factor
and crossover factor maintain a relatively small value; the
search continues until the optimal solution is found. ASADE
was tested on the 2017 IEEE Evolutionary Computing Con-
ference (IEEE CEC2017) [61] and six typical benchmark
functions. The experiments and comparisons show that
ASADE is superior to two typical population-based algo-
rithms and two DE optimized algorithms.

This paper is arranged as follows: the DE algorithm and
SA algorithm are introduced in Section 2. Section 3 proposes
the ASADE algorithm. The experimental testing results are
discussed in Section 4. Finally, the conclusions of this paper
are presented in Section 5.

2. Related Algorithms

2.1. DE Algorithm. The DE algorithm is a direct search algo-
rithm based on biological ideas to solve global optimization
problems. It utilizes evolutionary process such as the muta-
tion and crossover operation to obtain a new individual as
a new solution to the optimization function. The DE algo-
rithm focuses on the diversity of solutions and the effective-
ness of convergence. Compared with other optimization
algorithms, the DE algorithm has fewer control parameters,
faster convergence speed, stronger robustness in optimiza-
tion results, and wider application in various fields.

The DE algorithm includes four processes: initialization,
mutation, crossover, and selection. In the initialization pro-
cess, the initial parameters include the population size
(NP), mutation factor (F), crossover factor (CR), maximum
evolutionary generations (G,,), number of variables (D), and
range of variables ([x,,;, Xna) in individuals. The fitness
function for specific problem (f(X)) and the initial popula-
tion (X°) as the target population in the first generation
are also obtained. In the mutation and crossover process,
each individual in the target population is mutated and
crossed to generate trial individual and the fitness function
value of each individual can be obtained. In the selection
process, by comparing the fitness function values, the better
individuals between the target population and the trial pop-
ulation are selected to form the target population of the next
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generation. Algorithm 1 presents the algorithmic process of
the DE algorithm.

2.2. SA Algorithm. The SA algorithm is a stochastic intelli-
gent optimization algorithm based on the Monte Carlo
method to solve an optimized problem; the name of the
SA algorithm comes from the annealing and cooling process
in metallurgy [62]. The algorithm treats a feasible solution of
the optimized problem as a particle in the solid. The particle
will reach the final ground state in the process of cooling and
annealing, and the internal energy will be reduced to the
minimum value, which is similar to the process of finding
the optimal value of the problem. In the process of particle
cooling, at high temperature, a new state that differs signif-
icantly from the current temperature is more acceptable to
be an important state, while at a low temperature, a new
state with a smaller temperature difference from the current
state is more inclined to accept as an important state. And
as the temperature tends toward a constant, no new state
can be accepted. The above criterion for accepting a new
state is called the Metropolis criterion. According to the
Metropolis criterion, the probability that a particle will go
to equilibrium at temperature T is e(~(*F/(kT)) syhere E rep-
resents the internal energy, AE is its changed energy, and k
is the Boltzmann constant. A new solution is accepted or
rejected according to this probability while finding solution
of the problem. The SA process can be described in the
following steps.

Step 1. Set the initial parameters, objective function f, initial
temperature T, cooling function T}, and Markov chain
length L. In a single evolution, the number of iterations to
generate new solutions is set by the Markov chain length.

Step 2. Choose an initial viable solution X randomly, which
can be regarded as a particle in a solid. At present, the opti-
mal solution of the objective function is f(X).

Step 3. Perform the process of generating a new solution
with a Markov chain length of L times, which is called the
Markov process. The method of generating new solutions
is as follows:

(1) Part 1

X(xl’xz’ (RN .xk’ ...)xl’ ...xn)’

X

(1)

new(xl’xZ’ X X '“xn>

(2) Part 2

Assuming that the resulting new solution is P(p,, p,, -,
P>+ Pp -+-P,,)» for each of the unknown variables, p,(i=1,
2,+-,n) can be expressed as

otherwise,

|x; = 1], w>v,
pi= (2)
X

where v € [0, 1] and w is a random number between 0 and 1.

Step 4. After generating a new solution, decide whether or
not to accept the new solution according to the Metropolis
criterion. The criterion equation is as follows:

{ L f(Xnew) <f(X)’

eCAETY) - otherwise,

SN (3)
log 0.2 ’

Ty s

Tk:
k>1,

where AE = f(X,,,,) f(X)| and p is the cooling coefficient. If
p > rand (0, 1), accept the new solution, otherwise, reject the
new solution. Decrease the Markov chain length by 1, and
repeat the process of producing new solutions until the
Markov chain length equals to 0. Choose the solution corre-
sponding to the greatest p value as the optimal solution of
the iteration.

Step 5. Obtain the current optimal solution from Step 4, exe-
cute the cooling function T}, and determine whether the
temperature remains unchanged. If so, output the current
optimal solution. If not, go to Step 3.

3. The ASADE Algorithm

The DE algorithm is a stochastic direct search evolutionary
algorithm. In the process of evolution, the mutation opera-
tion and crossover operation greatly impact the diversity of
the solutions. In the selection operation, different optimal
solutions can affect the optimization process of the next
evolution. Based on the literature [63], the ASADE algo-
rithm is proposed.

3.1. Adaptive Mutation. Previous research [64] found that
the mutation factor is closely related to the search step size.
In the early stages of evolution, in the scope of the global
feasible solution, a large mutation factor can search the solu-
tions widely, the structure of the solution will be more direc-
tional and diversified, and it will be easy to get rid of the
local optimal solution. In the middle and late stages of
evolution, when the global optimal solution range has been
found, a small mutation can help to accurately search better
solutions, and the performance of the DE algorithm is more
effective. According to the analysis of the range of the muta-
tion factor, a hyperbolic tangent function between [-4,4] was
adopted in this paper to adjust the value of the mutation
factor, and its equation is as follows:

F

F: max

+F,, tanh (-4+8-((G, -G)/G,))(F
2 2

max
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Input: the initialization parameter: NP, F,CR,G,,,D,[x,
output: the optimal solution of the problem
population initialization
generation=0
for i =1 — NP do

assign initial values to each variable in each individual X°

forj=1 — D do

ng = X, + rand(0,1) - (x

min> Xmax

max Xmin)

] and f{X)

while generation < G,, do
k=generation

for i =1 — NP do

VE = Xk + Rk - xK)
cross the mutant population
for i =1 — NP do

k; = rand(1,2,..., D)

forj=1 — D do

generation = generation+1

obtain Xg™ and fIXgm

mutate the target population X

Select from the trial population U* and the target population X*

k=rand(0,1)
ifk<CRorj==k;
then Uffj = foj
else
U = Xi;
if x5 < AUk
then X% = x*
else X1 = Uk

ArcoriTHM 1:The algorithmic description of DE.

where G,, is the maximum evolution generation, G is the
current generation, F .. and F_, are the maximum and
minimum ranges of the mutation factor, respectively. Taking
the maximum evolution generation as 1000, the variation
trend of the mutation factor in this paper is compared with
that in the study by Sun et al. [58], and the graph is plotted
in Figure 1.

In Figure 1, in the mutation process of the proposed
algorithm, the mutation factor is maintained at approxi-
mately 0.75 in the first 350 generations. Through a period
of global searching, the algorithm can get rid of the local
optimal solution continually and find the range of the global
optimal solution. In the other two cases, the rate of decreas-
ing the mutation factors at the early stages of evolution is
fast, which shortens the algorithm’s global search time and
makes the global search less effective. From 350 to 700 gen-
erations, the mutation factor of the proposed algorithm
decreases from 0.75 to 0.25, and at the same time, the search
scope also reduces from global to local. After 700 genera-
tions, the mutation factor remains at 0.25. After performing
a local search for a sufficiently long period of time, the better
optimal solution is found in the local scope.

3.2. Adaptive Crossover. In the DE algorithm, the mutation
factor has a great impact on the global search, while the
crossover factor can increase the diversity of solutions and
has the ability to affect the search range, but the influence

1.0

0.8

0.6

0.4

0.2

0.0

0 200 400 600 800 1000
Iterations
—— ASADE
————— - Sun et al. (45)

FIGURE 1: Change tendency curve of the mutation factor.

of the crossover factor is slightly smaller. To improve the
efficiency of the solution, we introduced a linear function
with the number of generations in equation (5) to express
the crossover factor. The value range of the crossover factor
CRis CR,, < CR<CR

max*

G(CR,,, — CR

max

G

m

CR=CR_ - min) | (5)
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In the early stage of evolution, the value of the crossover
factor is relatively large, and the diversity of feasible solu-
tions is relatively rich, while in the later stage of evolution,
the crossover factor gradually decreases. According to the
crossover process in the DE algorithm, the probability that
the value randomly generated between [0, 1] is smaller than
the crossfactor decreases, the probability that the crossover
vector selects the parent vector increases, and the diversity
of the population decreases.

3.3. SA Selection. In the selection process of the DE algo-
rithm, the fitness function values of individuals are
compared between the trial population and the target popu-
lation, and individuals with small fitness function values are
selected to form the target population in next generation.
After the selection process, the individual with the smallest
fitness function value is the optimal value obtained by this
evolution. In the process of selection, it is easy to ignore a
poor solution in the trial population. To consider the impact
of a poor solution could produce more diverse mutation
vectors, affecting the value of optimal solution. In this paper,
the Metropolis criterion of the SA algorithm is introduced in
selection process to accept a poor solution as the individual
in the next population. The selection of the poor solution
can make the algorithm get rid of a local optimal solution
in the evolutionary process and mutate in a wider direction
in the next evolutionary process. The selection operation
with Metropolis criterion in the proposed algorithm is
defined as follows:
If p, > rand (0, 1),

Xkt = Uk, (6)
Else
k k
Xiﬂ =X; (7)

End where the equation of p, is as follows:

1 f(xf) <f(Ui.‘),
pi= (8)

()

where E = |f(X,*) - f(U )| and T, is the temperature in the
kth generation; the initial temperature and cooling function
are set as follows:

, otherwise,

f (Xbest)

T, = log0.2’ ’ (9)
Tk—l . [/l, k > l,

where k is the number of generation and y is the cooling

coeflicient. The temperature decreases with evolution incre-
ment until the temperature remains constant, and each drop
is related only to the value of the previous temperature.

4. Numerical Experiment and Result Analysis

The experiment in this paper used a 64-bit Windows 10
operating system. The processor is an Intel(R) Core (TM)
i5-5200U CPU @ 2.20 GHz with an Intel(R) HD Graphics
5500 GPU. Python 3.5.2 is selected as the experimental code
language, and the experiment is run in PyCharm software to
complete the experimental process.

4.1. Experiment Setup. The performance of the ASADE
algorithm in this paper was tested on the IEEE Congress
on Evolutionary Computationl7 test suite (CEC2017). The
CEC2017 test includes 29 benchmark functions, a detailed
introduction, and description of CEC2017, and its specific
functions can be found in [61]. The test dimensions (D) of
functions are D=10, D=30, D=50, and D =100, respec-
tively, and the solution error fi=f(x)— f(x*) is regarded
as the objective function and the fitness function, with f(x)
as the calculated optimal solution and f(x*) as the known
optimal solution. The maximum number of fitness evalua-
tions was D * 10000. The objective function values of each
benchmark function are calculated over 51 runs.

The statistics results including the best, mean, and stan-
dard deviation (Std) for all dimensions are presented in
Tables 1 and 2.

To compare the results of different algorithms on test
functions, this paper used the Friedman test and Wilcoxon
signed-rank test to analyze and compare the solution quality.
The two tests use a=0.05 as the significance level. The
Friedman test generates the final ranks of different algo-
rithms on test functions’ the Wilcoxon signed-rank test
compares the specific differences between two algorithms
for test functions of CEC2017. Comparing the solution
solved by the former algorithm and the comparison algo-
rithm, “R+” is the sum of ranks for the functions in the first
algorithm solutions that are more than the second algorithm
solutions in the row, “R-” is the sum of ranks for the oppo-
site situation, a plus (+) sign indicates the function number
of CEC2017 in which the first algorithm solutions are more
than the second algorithm solutions, a minus (-) sign indi-
cates the function number of CEC2017 in the opposite situ-
ation, and the approximation (=) presents the number of the
remaining functions. p values less than the significance level
are marked in italic. SPSS 26.0 was used as an experimental
tool for the statistical tests.

4.2. ASADE Parametric Study. The ASADE algorithm opti-
mized the mutation, crossover, and selection processes in
the DE algorithm. To analyze the impact of the adaptive
mutation, adaptive crossover, and SA selection on the per-
formance of the ASADE algorithm, experiments were con-
ducted. Three different versions of ASADE were tested and
compared against the proposed version on 29 functions of
CEC2017 on D =10, D =30, D=50, and D = 100.

(1) Version 1. To test the individual effect of adaptive
mutation on the performance of the ASADE algo-
rithm, an ASADE version with adaptive crossover,
SA selection, and a basic mutation strategy was
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TasBLE 1: The results of the ASADE algorithm for D =10 and D =30 on CEC2013.
Function b=10 b=30
Best Worst Mean Std Best Worst Mean Std

fl 6.68E — 05 2.61E+00 2.21E-01 4.67E-01 4.02E-01 1.91E+01 3.21E+01 4.64E + 01
2 1.13E-10 3.17E-02 1.86E - 03 6.00E - 03 1.59E + 00 1.17E + 02 5.58E + 01 2.25E + 00
3 1.48E + 00 3.42E+00 2.48E + 00 4.98E-01 8.57E + 01 1.18E + 02 8.88E + 01 5.50E + 00
f4 9.95E - 01 1.19E + 01 4.99E + 00 2.22E+00 1.80E + 01 7.47E + 01 3.89E + 01 1.20E + 01
5 0.00E + 00 4.09E - 10 1.39E - 11 5.70E-11 1.14E-13 1.10E - 06 2.93E-08 1.53E - 07
6 1.10E + 01 2.01E+01 1.36E + 01 1.91E + 00 2.24E+01 1.32E+ 02 6.39E + 01 2.20E+01
7 1.00E + 00 9.01E + 00 4.15E + 00 1.99E + 00 2.01E+01 7.06E + 01 4.09E + 01 1.30E + 01
f8 0.00E + 00 9.23E - 08 3.13E-09 1.35E - 08 0.00E + 00 1.35E - 06 3.02E - 08 1.86E — 07
9 1.02E + 02 1.07E + 03 4.46E + 02 1.28E + 02 1.61E + 03 5.16E + 03 3.28E+03 8.81E + 02
f10 2.07E-01 4.24E + 00 2.09E + 00 9.82E - 01 5.67E + 00 9.44E + 01 4.39E + 01 3.29E + 01
fl1 1.99E + 01 2.86E + 02 1.20E + 02 6.74E + 01 2.45E + 04 7.75E + 05 1.62E + 05 1.65E + 05
f12 1.15E + 00 8.32E+00 5.93E+00 1.29E + 00 4.52E + 01 2.92E +02 1.95E + 02 5.47E +01
f13 0.00E + 00 1.99E + 00 3.31E-01 5.07E-01 3.14E + 01 7.60E + 01 5.66E + 01 1.09E + 01
f14 5.80E - 02 1.53E + 00 4.29E-01 3.91E-01 1.11E+01 4.76E + 01 2.90E + 01 8.78E + 00
f15 2.42E - 02 3.81E+01 2.89E + 00 6.33E+00 2.77E + 01 1.43E+03 6.28E + 02 2.86E + 02
f16 3.67E - 06 2.05E +01 1.73E + 00 4.24E + 00 2.77E + 01 5.56E + 02 2.38E + 02 1.40E + 02
f17 2.29E-03 8.63E - 01 1.66E - 01 1.76E - 01 9.92E + 01 6.16E + 02 2.19E + 02 8.37E+01
f18 1.68E - 06 2.54E - 01 1.89E - 02 3.40E - 02 1.20E + 01 2.98E + 01 2.23E+01 3.23E+00
f19 0.00E + 00 3.12E-01 1.20E - 02 6.00E - 02 2.18E+01 6.73E + 02 2.37E + 02 1.44E + 02
20 1.00E + 02 2.17E + 02 1.60E + 02 5.37E +01 2.14E + 02 2.67E + 02 2.41E +02 1.34E + 01
21 8.28E-11 1.01E + 02 8.89E + 01 3.15E+01 1.00E + 02 5.32E+03 3.09E + 03 1.32E + 03
22 3.04E + 02 3.16E + 02 3.09E + 02 2.66E + 00 3.67E + 02 4.15E +02 3.90E + 02 1.15E + 01
23 1.00E + 02 3.49E + 02 3.36E + 02 3.32E+01 4.40E + 02 5.49E + 02 4.71E + 02 2.22E+01
24 3.98E + 02 3.98E + 02 3.98E + 02 1.07E-01 3.83E+02 3.87E +02 3.87E+02 4.66E - 01
25 3.00E + 02 3.00E + 02 3.00E + 02 2.07E-07 1.18E+ 03 1.70E + 03 1.45E + 03 1.21E+02
26 3.87E + 02 3.91E +02 3.89E + 02 5.80E - 01 4.62E + 02 5.37E + 02 4.95E + 02 1.28E + 01
f27 3.00E + 02 5.84E + 02 3.13E+02 4.58E+01 4.03E + 02 1.83E + 03 4.63E + 02 2.24E + 02
28 2.31E+02 2.50E + 02 2.38E +02 5.04E + 00 3.74E + 02 8.81E + 02 5.39E + 02 1.10E + 02
29 4.22E+02 8.83E+05 1.54E + 05 3.14E + 05 2.83E+03 9.25E + 03 5.84E +03 1.49E + 03

experimentally investigated. This version was called
ASADE-1

(2) Version 2. To test the individual effect of adaptive
crossover on the performance of the ASADE algo-
rithm, an ASADE version with adaptive mutation,
SA selection, and a basic crossover strategy was
experimentally investigated. This version was called
ASADE-2

(3) Version 3. To test the individual effect of SA selection
on the performance of the ASADE algorithm, an
ASADE version with adaptive mutation, adaptive
crossover, and basic selection process was experimen-
tally investigated. This version was called ASADE-3

The statistical test results of the ASADE algorithm
against its alternate versions (ASADE-1, ASADE-2, and

ASADE3) on CEC2017 are presented in Tables 3 and 4.
Table 3 shows the average ranks of four ASADE versions
calculated by the Friedman test. In the table, the p values
obtained by the Friedman test for each dimension are
0.003, 0.000, 0.000, and 0.000, which are all less than 0.05.
It can be drawn that the performance of these ASADE ver-
sions has a significant difference. Compared with ASADE-
1, ASADE-2, and ASADE-3, the ranks of 2.02, 1.24, 1.17,
and 1.10 obtained by the ASADE algorithm for all dimen-
sions are all the smallest, and the mean rank value 1.38 is
also the smallest, which proves that ASADE is better than
the other three algorithms in all dimensions. In addition,
ASADE-3 ranks second, followed by ASADE-2 and
ASADE-1. This proves that the adaptive modified mutation
factor in the mutation process plays a key role in the ASADE
algorithm. The ASADE algorithm integrates three optimiza-
tion strategies to obtain the best optimization effect.
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TaBLE 2: The results of the ASADE algorithm for D =50 and D =100 on CEC2013.
Function b=50 b=100
Best Worst Mean Best Worst Mean Std

fl 1.26E + 02 3.03E+03 9.53E + 02 1.02E + 02 9.95E + 03 1.11E+03 1.05E + 03 4.15E + 02
2 2.62E + 01 5.43E + 02 4.02E + 02 8.57E + 01 3.94E + 02 4.96E + 02 4.35E + 02 4.39E + 01
3 4.84E + 01 2.08E + 02 1.54E + 02 5.81E+01 7.81E + 02 8.49E + 02 8.22E + 02 2.44E + 01
f4 8.46E + 01 1.17E + 02 1.03E + 02 1.26E + 01 7.19E - 02 1.51E-01 9.22E - 02 2.70E - 02
5 5.68E-13 2.20E - 01 4.43E-02 7.92E-02 9.47E + 02 9.75E + 02 9.62E + 02 1.02E + 01
6 1.13E+ 02 1.81E + 02 1.49E + 02 248E +01 7.94E + 02 8.64E + 02 8.28E + 02 2.66E + 01
7 5.17E + 01 1.36E + 02 8.67E + 01 2.66E + 01 4.40E + 01 8.31E + 02 4.15E + 02 2.67E + 02
f8 1.34E - 08 4.64E + 02 8.68E + 01 1.70E + 02 3.12E + 04 3.17E + 04 3.14E + 04 2.12E+02
9 3.37E+03 8.03E +03 5.61E+03 1.79E + 03 8.64E + 04 1.60E + 05 1.22E + 05 2.54E + 04
f10 4.58E +01 6.04E + 01 5.35E+01 4.38E+ 00 4.12E + 04 5.45E + 05 1.73E + 05 1.83E + 04
fl1 1.86E + 05 4.45E + 06 2.27E + 06 1.53E + 06 1.74E + 06 2.31E+07 1.10E + 07 8.12E + 06
f12 2.95E +03 1.92E + 04 1.01E + 04 6.02E + 03 4.49E + 06 1.53E + 07 9.21E + 06 3.41E + 06
f13 1.23E + 02 1.67E + 02 1.51E+02 1.43E+01 6.84E + 03 1.12E + 05 3.62E + 04 3.46E + 04
f14 5.68E + 01 2.04E + 02 1.24E + 02 5.71E+01 7.85E + 03 8.91E + 03 8.39E +03 3.85E + 02
f15 4.96E + 02 2.12E+03 1.24E + 03 5.96E + 02 4.97E + 03 5.45E + 03 5.22E+03 1.53E + 02
f16 5.92E + 02 9.40E + 02 7.71E + 02 1.08E + 02 2.63E + 07 5.46E + 07 3.94E + 07 1.14E + 07
f17 2.05E + 04 6.49E + 04 3.70E + 04 1.53E + 04 6.20E + 03 1.18E + 06 2.18E + 05 4.29E + 05
f18 6.45E + 01 1.37E + 02 8.33E+01 2.54E + 01 5.49E + 03 6.06E + 03 5.80E + 03 1.79E + 02
19 4.73E + 02 1.64E + 03 1.00E + 03 4.05E + 02 9.58E + 02 1.08E + 03 1.02E + 03 4.26E + 01
20 2.76E + 02 3.18E + 02 2.99E + 02 1.69E + 01 3.04E + 04 3.28E + 04 3.18E + 04 8.73E + 02
21 4.98E + 03 8.62E + 03 7.37E+03 1.25E + 03 6.45E + 02 1.10E + 03 8.61E + 02 1.72E + 02
22 4.94E + 02 5.67E + 02 5.24E + 02 2.36E + 01 1.47E + 03 1.72E + 03 1.63E + 03 8.55E + 01
23 5.39E + 02 7.02E + 02 6.11E + 02 5.45E + 01 1.03E + 03 1.37E + 03 1.22E+03 1.15E + 02
24 4.81E + 02 5.80E + 02 5.36E + 02 3.51E+01 9.64E + 03 1.17E + 04 1.08E + 04 7.72E + 02
25 1.86E + 03 2.57E+03 2.20E + 03 2.82E+02 7.47E + 02 9.07E + 02 8.31E +02 5.70E + 01
26 5.28E + 02 8.99E + 02 6.51E + 02 1.34E + 02 1.17E + 04 1.44E + 04 1.31E + 04 9.65E + 02
27 4.59E + 02 5.14E + 02 4.83E + 02 2.22E+01 3.87E+03 6.19E + 03 5.29E+03 7.38E + 02
228 4.29E + 02 9.16E + 02 7.37E + 02 1.71E + 02 1.41E + 04 1.01E + 05 5.78E + 04 2.85E + 04
29 6.26E + 05 8.53E + 05 7.00E + 05 7.39E + 04 9.95E + 05 1.11E + 06 1.05E + 06 4.15E + 04

Table 4 presents the comparison results between ASADE
and the other three versions on different dimensions accord-
ing to the Wilcoxon test. The best results are distinguished
in italic. In the table, the p value of the comparison between
ASADE and ASADE-1 is less than 0.05 in each dimension,
“R+” is less than “R-” and the function number of “-” is
more than the function number of “+.” ASADE is signifi-
cantly better than ASADE-1 in performance. Additionally,
the p values of the comparisons of ASADE with ASADE-3
and ASADE-2 on D =10 are 0.545 and 0.940, respectively,
both of which are greater than 0.05. However, as the
dimension increases, the p value tends toward 0.000. This
indicates that the optimization of the adaptive crossover
process and the SA selection process has an increasing
influence on the performance of the ASADE algorithm.

The final comparison results are recorded in the last
column of the table; a plus (+) sign indicates that the
former algorithm is superior to the compared algorithm.
According to the last column, ASADE is improved to
the compared algorithm in 83% of the rows.

4.3. Comparison against State-of-the-Art Algorithms. The
proposed ASADE algorithm was compared with four evolu-
tionary algorithms, i.e., PSO, DE, HADE [58], and adaptive
DE with disturbance factor algorithm (ADE-D) [65] on six
typical benchmark functions; the functions are presented
in Table 5. These benchmark functions have many local
optimal values, a large search space, and strong deception.
The function values are all positive, and the global optimal
values of these functions are all zero; then, the fitness
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TaBLE 3: Average ranks calculated by the Friedman test for ASADE, ASADE-1, ASADE-2, and ASADE-3 across all problems and all

dimensions using CEC2017.

Algorithm D=10 D=30 D=50 D=100 Mean rank Rank
ASADE 2.02 1.24 1.17 1.10 1.38 1
ASADE-1 3.21 3.83 3.79 3.79 3.66 4
ASADE-2 2.52 2.76 2.72 2.76 2.69 3
ASADE-3 2.26 2.17 2.31 2.34 227 2
Friedman p value 0.000 0.000 0.000

TABLE 4: Results of the Wilcoxon signed-rank test between ASADE and the three compared versions across all problems and all dimensions

using CEC2017.

D ASADE vs. R+ R- p value + ~ - Dec.
ASADE-1 72.00 334.00 0.003 5 1 23

10 ASADE-2 221.00 214.50 0.940 13 0 16 =
ASADE-3 140.00 185.00 0.545 9 4 16 =
ASADE-1 0.00 435.00 0.000 0 0 29 +

30 ASADE-2 2.00 433.00 0.000 1 0 28 +
ASADE-3 68.00 367.00 0.001 6 0 23 +
ASADE-1 2.00 433.00 0.000 1 0 28 +

50 ASADE-2 28.00 407.00 0.000 2 0 27 +
ASADE-3 29.00 406.00 0.000 2 0 27 +
ASADE-1 2.00 433.00 0.000 1 0 28 +

100 ASADE-2 3.00 432.00 0.000 1 0 28 +
ASADE-3 5.00 430.00 0.000 1 0 28 +

TaBLE 5: Six typical benchmark functions.

Function name Expression Variable range
D
Sphere filx)= fo x; - €[-5.12,5.12)
i=l
D
Rastrigin f(x)= Z(xf =10 cos (271x;) + 10) x; - €[-5.12,5.12]
i=l
D
Salomon f5(x) =—cos (271\/fo) +0.1 x; € [-100, 100]
i=1
D 2 D .
Griewank X L — ] cos (— x; € [-600, 600
109 2 500~ L eos ( i€l ]
Ackley f5(x) =-20 exp x; € [-32,32]
D-1 —1
Levy fo = (sin mw,)* + Z (w; = 1)*[1+ 10 sin® (mwi + 1)] + (wp, — 1)* [1 + sin® (2mwp,) |, w; = 1 + ’4 x; € [-10, 10]

i=1

function is defined as the function itself. The closer the
solution is to zero, the closer it is to the global optimal
value. The results including the best (BST), worst
(WST), and average (AVG) values and the number of
evolution generations (NEG) that reach the specified
convergence precision for each function are recorded in

Table 6, the values smaller than 10™® are taken as zero,
and the smallest values are marked in italic. The parame-
ter setting of DE, PSO, HADE, and ADE-D can be found
in original paper, and the parameter values of ASADE are
NP =100, G, =D 1000, F, =08, F . =0.05 CR__
=1, and CR_;, =0.9.
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TaBLE 6: Comparative results of benchmark functions for D = 30.
Function Value type DE PSO HADE ADE-D ASADE
BST 7.71E - 04 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00
WST 2.23E-03 1.34E - 08 0.00E + 00 0.00E + 00 0.00E + 00
Sphere AVG 1.35E - 03 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00
NEG 589 615 165 134
BST 7.77E + 01 7.06E + 01 6.92E — 04 2.81E - 06 0.00E + 00
Rastrigin WST 1.20E + 02 1.57E + 02 3.99E + 00 9.95E - 01 8.96E - 01
AVG 9.82E + 01 8.78E + 01 1.37E + 00 1.99E - 02 0.69E — 02
NEG 980 969 661 576
BST 1.01E + 00 1.10E + 00 2.00E - 01 2.00E - 01 2.00E - 01
Salomon WST 1.33E+00 1.70E + 00 3.00E - 01 3.00E - 01 2.00E - 01
AVG 1.17E + 00 1.18E+00 2.60E — 01 2.22E-01 2.00E - 01
NEG 997 885 937 285
BST 5.74E - 01 3.20E-02 0.00E + 00 0.00E + 00 0.00E + 00
Griewank WST 8.69E - 01 3.20E-02 0.00E + 00 0.00E + 00 0.00E + 00
AVG 7.26E - 01 3.20E-02 0.00E + 00 0.00E + 00 0.00E + 00
NEG 962 838 302 236
BST 1.53E + 01 0.00E + 00 0.00E + 00 0.00E + 00 0.00E + 00
WST 1.87E +01 1.34E + 00 491E-07 0.00E + 00 0.00E + 00
Ackley AVG 1.77E + 01 8.08E -01 1.49E - 07 0.00E + 00 0.00E + 00
NEG 978 975 272 191
BST 1.85E - 02 2.64E + 00 0.00E + 00 0.00E + 00 0.00E + 00
WST 6.30E - 02 1.62E + 01 0.00E + 00 0.00E + 00 0.00E + 00
Levy AVG 4.11E-02 7.38E + 00 0.00E + 00 0.00E + 00 0.00E + 00
NEG 882 758 221 121
TABLE 7: Average ranks calculated by the Friedman test for ASADE, DE, PSO, HADE, and ADE-D on D =10, D =30, and D = 50.
Algorithm D=10 D=30 D=50 Mean rank Rank
ASADE 2.00 1.92 1.75 1.89 1
DE 4.67 3.67 3.08 3.81 4
PSO 3.83 5.00 5.00 4.61 5
HADE 2.33 2.50 3.00 2.61 3
ADE-D 2.17 1.92 2.17 2.09 2
Friedman p value 0.001 0.001 0.001

In Table 6, the solutions for all benchmark functions of
the ASADE algorithm are the smallest and only ASADE
obtains the optimal solutions on the Rastrigin and Salomon
function. The NEG of the ASADE algorithm on six func-
tions are 134, 576, 236, 191, 121, and 285; among them,
the probability of finding the global optimal solution before
500 generations is 83.33%, while the probability of DE, PSO,
HADE, and ADE-D is 0%, 16.67%, 0%, and 66.67%. Table 7
shows the outcome of the Friedman test. The average ranks
of ASADE on 10, 30, and 50 dimensions are 2.00, 1.92, and
1.75, respectively. The mean rank of ASADE is 1.89, which is
the smallest among the five algorithms. The second and
third best algorithms are ADE-D and HADE, with the mean
rank as 2.09 and 2.61.

When D=30, the convergent tendency curves of
ASADE and other four compared algorithms for six
benchmark functions are depicted in Figure 2. In
Figure 2, the rate of searching the best objection function
value of ASADE is faster than other algorithms; com-
pared with ADE-D, ASADE firstly finds the optimal value
in the solutions of all functions. On Rastrigin and Ackley
functions, DE, PSO, and HADE easily fall into local
optimal solutions, while ASADE continually presents
monotonic downward trend until it find the smallest
solution. Therefore, we can conclude that compared with
DE, PSO, HADE, and ADE-D, ASADE has faster conver-
gence speed and more accurate solution in the process of
solving these functions.
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FiGure 2: The convergent tendency curve of differential algorithms on typical benchmark functions for D = 30.

5. Conclusion

In the development of Internet of Things (IoT), intrusion
detection systems (IDS) play a vital role in data security.
The IDS dataset has dimensional problems of irrelevant
and redundant, and feature selection is employed to reduce
dimensions. An adaptive simulated annealing differential
evolution algorithm (ASADE) is proposed to generate

multiple candidate solutions to find the global optima in
the feature selection process. The ASADE algorithm opti-
mized the basic DE algorithm in three aspects. First, in the
process of mutation, the hyperbolic tangent function is used
as a variable-factor change trend function to balance global
exploration and local exploitation abilities in the evolution
process. Second, we adapt a linearly varied crossover factor
in the crossover operation; with the increase in evolutionary
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time, the crossover ability gradually changes from strong to
weak. Finally, in selection process, the Metropolis criterion
of the SA algorithm is used to accept a poor solution as opti-
mal solution, which gives the DE algorithm an enhanced
ability to enrich population diversity and get rid of the local
optimum. To test the performance of the ASADE algo-
rithm, we analyze the effectiveness of three ASADE versions
on CEC2017 test and compare it with four improved evolu-
tion algorithms on six typical benchmark functions. The
experimental results demonstrate that the performance of
the ASADE algorithm is improved compared with other
algorithms. In the future, the population reduction strategy,
success-history slots, and a uniform distribution or a Cau-
chy distribution for the parameters can be employed to
the ASADE algorithm to improve the performance of the
algorithm. In addition, more and more security problems
of IoT Ecosystem could be transformed into nonlinear
real-parameter optimization problems and the ASADE
algorithm could be applied to resolve them with high accu-
racy and fast convergence.
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