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In the machine learning model, intelligent recommendation system can select valuable information from a lot of data to help users
find the products or services they need, which has been more and more widely used in recent years. However, there are still many
problems in machine learning recommender systems, such as data sparsity, natural noise, and cold start, which leads to the fact
that machine learning recommender systems cannot obtain accurate user preferences. When a project is rated, the quality of the
recommendation is greatly affected. In order to solve the problem that the existing recommendation algorithms have poor
recommendation results in sparse data sets, this paper proposes a machine learning method for recommendation rating
prediction based on user interest concept lattice. Firstly, the nearest neighbors are divided into direct nearest neighbors and
indirect nearest neighbors by user interest concept lattice. Then, different methods are used to calculate the similarity between
the direct “nearest neighbor” and the target user, and the similarity between the indirect “nearest neighbor” and the target
user. Finally, the invisible item score of the target user is calculated by the similarity value. Experiments are carried out on real
data sets, and the experimental results show that the CFCNN-CL algorithm and RRP-UI CL algorithm proposed in this paper
have high recommendation accuracy and still have good performance in the case of sparse data.

1. Introduction

With the development of the Internet, users can access it
through various devices and services. Users are more
involved in the project selection process by directly control-
ling the items to be accessed (such as film and television
dramas, music, clothing, websites, travel, accommodation,
e-learning materials, gadgets, and applications), and there
are many different items to choose from around each user.
With the increase of information and data scale in the Inter-
net, it is difficult for users to find interesting projects in a
reasonable time, and the project selection process may
become tedious and complicated [1]. In order to prevent
users from choosing items among tens of millions of items
and recommending items to people according to their pref-
erences, recommender system for machine learning is intro-
duced [2]. The recommendation system tracks the
interaction information between users and their selected
items and then uses this information to process into a user
model through recommendation algorithm, which is used

to filter out the items that users are interested in and recom-
mend the results to users in the form of personalized list [3].
According to user’s needs, interests, etc., create a list of items
that users are interested in, without a lot of interaction with
users [4]. Recommendation system helps users to solve the
problem of too many products and difficult to choose and
provides them with personalized services. Users can make
appropriate purchase decisions and explore new products
from the best product evaluation through the minimum
online search cost. Now, recommendation system has been
fully mined, it has appeared in any services that require users
to make decisions, including e-commerce, information
retrieval, navigation information services, social networks,
and other fields [5].

The two most commonly used technologies in the devel-
opment of recommendation system are content-based tech-
nology and collaborative filtering technology. Among them,
content-based technology extracts the features of items first
and then can provide items with similar features selected
by users in the past [6]. The technology based on

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 7191410, 11 pages
https://doi.org/10.1155/2022/7191410

https://orcid.org/0000-0002-5930-5058
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7191410


collaborative filtering mainly relies on the historical records
provided by users to predict the items they are interested in
and mainly depends on the scoring data, which is easy to
implement and has high recommendation accuracy [7]. Col-
laborative filtering has become the most popular recommen-
dation algorithm at present [8]. It uses user scores to build
user-user or item-item similarity index and identifies the
“nearest neighbor” of users or items to generate recommen-
dations. Collaborative filtering mainly includes
neighborhood-based and model-based methods, both of
which have their own advantages and disadvantages.
Neighborhood-based recommendation has high accuracy,
but if new users join, it will reduce performance. The
model-based model has better scalability and makes up for
the shortcomings of the neighborhood-based model, but
the recommendation accuracy is low [9]. Compared with
the traditional recommendation method, this paper adopts
the nearest neighbor similarity comparison method. Firstly,
the nearest neighbor is divided into direct nearest neighbor
and indirect nearest neighbor by user interest concept lattice.
Then, different methods are used to calculate the similarity
between the direct “nearest neighbor” and the target user,
and the similarity between the indirect “nearest neighbor”
and the target user. Finally, the invisible item score of the
target user is calculated by the similarity value. On the basis
of direct nearest neighbor, an indirect nearest neighbor sim-
ilarity comparison method is proposed to further obtain the
optimal recommended value. Compared with traditional
methods, the recommended methods in this paper are better
in integrity.

2. Recommendation System Theory

The purpose of researching recommendation system is to
retrieve the most relevant products and services from a large
amount of data, so as to reduce information overload and
provide personalized services [10]. In 1990s, recommenda-
tion system was first applied to e-commerce and Web ser-
vices. In recent years, people have developed various
recommendation system software for social networks, digital
libraries, e-commerce, and online advertising [11]. This sec-
tion mainly summarizes the commonly used recommenda-
tion algorithms and common problems in the current
recommendation system.

2.1. Overview of Intelligent Recommendation Algorithms.
Recommendation system can be defined as a program,
which predicts users’ interest in projects based on projects,
users, and interaction information between projects and
users, so as to recommend the most suitable projects (prod-
ucts or services) to specific users (target users). In recom-
mendation system, the quality of recommendation has a
great relationship with the performance of recommendation
algorithm. The following will introduce the common intelli-
gent recommendation algorithms [12, 13].

2.1.1. Collaborative Filtering (CF) Recommendation
Algorithm. CF is to recommend target users by analyzing
the scoring information of other users or other items, and

the recommendation accuracy is higher. Two main recom-
mendation algorithms will be introduced below.

(1) CF Based on Neighborhood. In the neighborhood-based
collaborative filtering recommendation algorithm, finding
similar users is a key step, and the main goal of similar users
is to get the most suitable recommendation items for the tar-
get users. The user-based algorithm is mainly divided into
three steps: first, calculating similarity; the second is to
choose the “nearest neighbor” according to the similarity;
the third is to calculate the score value and make prediction
and recommendation. Next, we will introduce the most used
methods to calculate similarity.

Adjusted Cosine (ACOS) similarity in user u and v is cal-
culated using Equation (1).

sim u, vð Þ = ∑i∈Iu∩Iv ru,i − ruð Þ rv,i − rvð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iu ru,i − ruð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iv rv,i − rvð Þ2

q : ð1Þ

Pearson’s Correlation (PC) is used to calculate the similarity
between u and v.

sim u, vð Þ = ∑i∈lu∩lv ru,i − ruð Þ rv,i − rvð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈lu∩lv ru, i − ruð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑iϵlu∩lv rvi − rvð Þ2

q : ð2Þ

Constrained Pearson’s Correlation (CPC) is using Equation
(3)to calculate the similarity between u and v.

sim u, vð Þ = ∑i∈Iu∩Iv ru,i − rmedð Þ rv,i − rmedð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iu∩Iv ru,i − rmedð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iu∩Iv rv,i − rmedð Þ2

q ,

ð3Þ

where rmed is the median of the grade.
The Jaccard similarity between u and v is calculated by

using Equation (4).

sim u, vð Þ = Iu ∩ Ivj j
Iu ∪ Ivj j , ð4Þ

where ∣Iu ∩ Iv ∣ is the same number evaluated by u and v
together.

Ru,i = ru +
∑v∈Nu

sim u, vð Þ rv,i − rvð Þ
∑v∈Nu

sim u, vð Þ , ð5Þ

where simðu, vÞ is the similarity of user u and v, and nu is the

Table 1: User-item scoring matrix.

I1 I2 I3 I4 I5
U1 3 0 0 0 1

U2 0 4 0 5 0

U3 0 2 4 0 0
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“nearest neighbor” set of user u. Project-based algorithm
and user-based algorithm have the same calculation princi-
ple, but the calculation objects are different, and users need
to be exchanged for projects.

(2) Collaborative Filtering Based on Model. The model-based
algorithm is mainly divided into two main stages. In the first
stage, we need to deal with the original scoring matrix and
construct an effective model representing the original
matrix. In the second stage, we use the generated model as

an input matrix to predict the scoring of target users. The
core of this algorithm is the establishment of model, which
needs to use historical information to create and generate
recommended models, among which singular value decom-
position (SVD) is the most widely used model [14].

In the SVD model, the original scoring matrix R is
decomposed into three matrices, and the decomposition
form is

RK =USVT , ð6Þ

where u and v are two the orthogonal matrices, s is a diago-
nal matrix of size r∗r, and r is the rank of matrix R, which is
composed of singular values of scoring matrix. The matrix
can be reduced by discarding the minimum value, and
finally, the matrix s is obtained, where k < r; then, the
decomposition form of the reconstructed matrix is

RK =UKSKV
T
K : ð7Þ

“Nearest
neighbor”

module

Recommended
module

Scoring matrix

Constructing user interest
concept lattice

Target user “nearest
neighbor”

Find the most similar users of target users through user
interest concept lattice

Divide direct “nearest neighbor” and indirect “nearest
neighbor”

Calculate similarity

Predict the target user’s rating of unrated items

Target users

Figure 1: RRP-UICL algorithm model.

Table 2: Scoring matrix.

I1 I2 I3 I4 I5 I6 I7
U1 0 0 0 5 0 4 1

U2 0 4 4 5 2 0 4

U3 0 4 4 0 5 1 2

U4 1 2 5 4 0 3 4

U5 4 1 0 5 0 5 0

U6 5 3 4 5 2 0 4
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The scoring prediction formula is

Ru,i = ru + UK

ffiffiffiffiffi
STk

q
uð Þ

ffiffiffiffiffi
SK

p
VT
k ið Þ: ð8Þ

The recommendation algorithm based on collaborative fil-
tering does not need detailed content. When the details of
content cannot be accessed or it is difficult to collect or ana-
lyze the details, collaborative filtering method is very effec-
tive, and this method can find the items that target users
want in a large number of items [15]. However, it will also
face the problem of rating sparsity, and there will also be
the problem of cold start of new users and new projects.

2.1.2. Content-Based. Content-based is the earliest recom-
mendation algorithm, by comparing the characteristic infor-
mation contained in the project with the characteristic
information interested by the target user, the project is rec-
ommended to the target user, and the foundation is to find
similar items by the target users before. For providing
appropriate recommendations to the target users, accurate
user characteristics, preferences, and demand models are
needed. Firstly, the system extracts the feature information
contained in each item, then classifies the items used by
the target users before, extracts the feature information of
the items, and then learns the feature information to obtain
the user’s preference characteristics. Finally, compare the
user’s preference characteristics with the feature information
contained in the items and recommend the users through
the correlation.

At present, TF-IDF is the most commonly used compu-
tational method in information retrieval, which is used to
develop vector space model in content-based recommenda-
tion algorithm. In this method, the project content is
regarded as a document D, and then, the keyword T is
extracted from it, and the calculation formula of the TF
value of the keyword T in the document D is shown in (9).

TFt:d =
Nt:d

∑kNk:d
, ð9Þ

where Nt,d represents the number of times the keyword t
appears in the document d, and the calculation formula of
IDF value corresponding to the keyword is shown in Equa-

tion (10).

IDFt = log
Dj j

1 + d ∈D : t ∈ dj j , ð10Þ

where D denotes the set of documents, and 1 + jd ∈D : t ∈ dj
denotes the number of keywords t contained in document d.

The Rocchio algorithm is usually used to deal with the
relevance feedback in the process of information retrieval
and extract the interesting feature information of the target
users. Decision tree algorithm, linear classification algo-
rithm, and Naive Bayes method are used to classify docu-
ments, and documents are interested or uninterested.

Content-based recommendation algorithm does not
have the problem of data sparsity, and new items can be rec-
ommended immediately. However, because the algorithm
needs to extract the feature information of the project, At
the same time, the algorithm only relies on the behavior
information of the target users to recommend and does
not involve the behavior information of other users. There
are many problems in diversity. When new users enter the
recommendation system, they also face the cold start prob-
lem when selecting items.

2.1.3. Hybrid. Hybrid combines two or more recommenda-
tion algorithms to predict and recommend and improve
the recommendation accuracy.

In the recommendation algorithm based on the combi-
nation of content and collaborative filtering, the prediction
value based on content algorithm can be used to supplement
the user’s historical scoring data, adding data to form a pseu-
doscore matrix, in which the observed scores remain
unchanged, and then, using collaborative filtering algorithm
based on weighted Pearson’s correlation to predict the pseu-
doscore matrix, the recommendation algorithm has better
prediction performance and also overcomes the cold start
problem and data sparsity problem.

2.2. Frequently Asked Questions on Recommendation
Systems. There are some problems in the current recommen-
dation system. At present, the common problems in the rec-
ommendation system are as follows:

2.2.1. Data Sparsity Problem. Data sparse refers to the lack of
useful scoring data when recommending items to target
users, which leads to the error between recommended items
and users’ needs.

In most recommendation systems, each user only evalu-
ates a part of the available items, so most of the evaluation
information is empty. When users only grade a few items,
there will be great errors in the similarity between different
users or items, and at this time, the recommendation quality
of recommendation algorithm will be greatly affected.

Sparsity is related to the scoring data hidden in the rec-
ommendation system, the number of scores can be mea-
sured by sparsity, which indicates the ratio of the number
of unscored data to the whole matrix space in a scoring
matrix. Assuming that a scoring matrix has U users, I items
and R scores in total, and S is used to represent the sparsity

Table 3: Background of user interest form.

I1 I2 I3 I4 I5 I6 I7
U1 0 0 0 1 0 1 0

U2 0 1 1 0 0 1

U3 0 1 1 0 1 0 0

U4 0 0 1 1 0 0 1

U5 1 0 0 1 0 1 0

U6 1 0 1 1 0 0 1
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of the data set, the calculation formula of sparsity S is

S =
R
UI

: ð11Þ

Generally, neighborhood-based collaborative filtering algo-
rithms use similarity to find users similar to recommended
users or items similar to candidate items. The similarity
between items is also calculated using the scores provided
by users. However, if there are few or no common scoring
items in the given scoring data, these methods become
inapplicable.

2.2.2. Noise Issues. Noise in recommendation system refers
to the data that will affect the score prediction in the data
set. Noise in recommendation system data set can be divided
into malicious noise and nonmalicious noise (natural noise),
both of which are very important and will have adverse
effects on recommendation performance.

Malicious noise refers to the behavior that some biased
data are intentionally added to the system, which is inten-
tionally introduced by external agents and intentionally
deviates the output of the system in a specific way, which

has a great impact on the recommendation performance.
Foreign agents will maliciously attack the recommendation
system in order to have significant advantage in the recom-
mendation system. Because many recommendation systems
run in the business environment, some people will use the
recommendation system to seize the advantage in the busi-
ness competition. For example, if authors hope to promote
their work by exporting artificially high reviews for their
publications through the recommendation system, and at
the same time reduce the recommendations for other similar
works, they will find some people to improve the false scores,
resulting in biased recommendation results.

Natural noise is the output data of users’ real evaluation,
which is produced by users’ activity errors. This kind of
noise is related to the method of collecting or inferring users’
preferences in recommendation system. Because all human
activities are error-prone, and the user’s preference output
is usually a heavy process, some errors will naturally appear
in the data. In the data set noise of recommendation system,
this paper mainly studies the natural noise.

2.2.3. Cold Start Problems. In the recommendation system,
the cold start user problem refers to the fact that the system

(U1U2U3U4U5U6, Ø)

(Ø, I1I2I3I4I5I6I7)

(U1U2U4U5U6, I4)

(U1U5, I4I6)

(U5, I1I4I6) (U6, I1I3I4I7)

(U5U6, I1I4) (U2U4U6, I3I4I7)

(U2, I2I3I4I7) (U3, I2I3I5)

(U2U3, I2I3)

(U2U3U4U6, I3)

Figure 2: User interest concept lattice.

(U1U2U3U4U5U6, Ø)

(Ø, I1I2I3I4I5I6I7)

(U1U2U4U5U6, I4)

(U1U5, I4I6) (U5U6, I1I4) (U2U4U6, I3I4I7) (U2U3, I2I3)

(U2U3U4U6, I3)

Figure 3: Final user interest concept lattice.

5Wireless Communications and Mobile Computing



cannot recommend related items for the user when the user
is a new user, because there is a lack of item scoring history
information to help determine the user’s interest. Similarly,
an item can only be recommended after a large number of
users have rated it. For an item that has never been evaluated
by users, the system usually cannot make high-quality sug-
gestions. This problem is called cold start project problem.

The cold start problem is caused by the lack of user data
and project scoring history. Cold start problems can be mit-
igated by adding information about user items, and valuable
data can be provided to determine users’ interest in items by
identifying trust relationships between users and the influ-

ence of one user on another, which is very useful for making
suggestions to users more accurately and objectively.

2.2.4. Scalability Issues. As the number of users and projects
gradually increases, scalability problems arise. The recom-
mendation system not only needs to deal with the interac-
tion between the original users and projects but also needs
to respond to the interaction information between new users
and projects. Therefore, the recommendation system needs
to deal with a large amount of data, which requires powerful
computing power to execute and quick response to the needs
of online users. In the recommendation system, the scalabil-
ity of the system also needs to be considered. A recommen-
dation system with good scalability can quickly deal with the
needs of a large number of users and recommend accurate
items.

3. Recommendation Score Prediction
Algorithm Based on User Interest
Concept Lattice

3.1. Problem Description and Analysis. Recommendation
system mainly depends on the information left by users after
browsing. Among this information, the explicit feedback
information between users and items is very important.
Among them, the user’s rating data is the most commonly
used explicit feedback information. The higher the user’s
rating on an item, the more the user likes and interests the
item.

In the recommendation system, collaborative filtering
algorithm can achieve good results when there are more
score data. However, because some users have no habit of
scoring after using the project, they cannot give the system
a clear feedback on their love for the project, and the scoring
data in most system databases will become very few, which
leads to the recommendation system cannot recommend
satisfactory projects to the target users well. Among them,
the “nearest neighbor” selection is based on the assumption
that if two users have similar scores for common items, they
can be regarded as having similar preferences, and the ser-
vices received by one user may be recommended to another
user. In the implementation of the algorithm, the most com-
monly used similarity calculation method is Pearson’s Cor-
relation (PC) coefficient, and the similarity between the
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Figure 4: Sample data set user-item classification.
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Figure 5: Number of revised ratings in sample data set.
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target user u and the neighbor user v is calculated by formula
(12).

sim u, vð Þ = ∑i∈Iu∩Iv ru,i − ruð Þ rv,i − rvð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iu∩Iv ru,i − ruð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iu∩Iv rv,i − rvð Þ2

q : ð12Þ

It can be seen from the expression of calculating similarity
that the calculation of similarity mainly depends on Iu ∩ Iv
, that is, the common item set of target user u and neighbor
user v. However, in the actual user-item scoring data set, the

scoring data is very few, and the common item set that can
be provided will be very few, which will affect the calculation
of similarity. After the similarity degree is calculated, the
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Figure 12: Comparison of RMSE values of different methods in
data set-1.
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score value of the target user for the unscored items can be
calculated, and the score value can be predicted by using
Equation (13).

Ru,i = ru +
∑v∈Nu

sim u, vð Þ rv,i − rvð Þ
∑v∈Nu

sim u, vð Þ : ð13Þ

It can be seen from the expression of the predicted score
value that the predicted score value mainly depends on the
neighbor user set Nu and the similarity sim ðu, vÞ of the tar-
get user u. The small neighbor user set and the large similar-
ity error will affect the prediction of the score value and lead
to the decrease of the recommendation accuracy.

For example, Table 1 is a simple user-item scoring
matrix. It can be seen from the table that in the whole scor-
ing matrix, only users U2 and U3 have a common scoring
item I2, and there are no common scoring items of U1 and
U2, U1 and U3. At this time, when the similarity is calcu-
lated using the correlation-based method, since there is no
common scoring item of U1 and U2, U1 and U3, the similar-
ity of U1 and U2, U1 and U3 cannot be calculated. On the
other hand, except when recommending item I2 to user U1
, the target user has two neighbor users U2 and U3, and in
other cases, there is only one neighbor user, and the collec-
tion of neighbor users is very small, which will affect the pre-
diction of score value and lead to the degradation of
recommendation quality of recommendation system.

3.2. Overview of Algorithm Model. In this paper, the data
structure of user interest concept lattice is introduced, and
a recommendation score prediction algorithm based on user

interest concept lattice is proposed. The main steps of RRP-
UICL algorithm proposed are shown in Figure 1.

As can be seen from Figure 1, the proposed method
includes two main stages: one is the “nearest neighbor”
module, and the other is the recommendation module.

In the recommendation module, when recommending to
the target user, the similarity between the target user and the
“nearest neighbor” should be calculated first. In this paper,
different methods are used to calculate the similarity
between the target user and the direct “nearest neighbor”
and the indirect “nearest neighbor”, and then, based on the
similarity, the weighted average method is used to predict
the scoring value of the target user for the unscored items.
The algorithm will be described in detail below.

3.3. Constructing User Interest Concept Lattice. The binary
matrix must be represented by a list of items of interest to
each user, and in the rating matrix, the value of the item with
the higher rating is set to <1>, and the values of all other
items are set to <0>. In the reference scale, the items of score
4 and 5 are the items that users are interested in, and their
values are set as <L>, while the values of other items are
set as <0> .

After the scoring matrix is converted into a binary
matrix, if a user marks an item as L, it means that the user
has the attribute of an item. The binary matrix can be
regarded as a user interest formal background K = ðU , I, RÞ
, where U is the set of all users, which is equivalent to the
set of objects, I is the set of all items, which can be regarded
as the attribute set, and R is a relationship between U and 1.
After obtaining the formal background of user interest, the
concept lattice structure model is established according to

Table 5: Data set-2 comparison of RMSE values of different methods before and after noise correction.

Method N RRP-UICL UCF-ACos UCF-PC UCF-CPC UCF-jaccard

Noise data set-2

5 0.4530 0.9456 1.0045 0.8812 0.9817

10 0.4756 1.3617 1.3727 1.2233 1.0589

15 0.5515 1.2902 1.2986 1.1945 1.0666

20 0.8956 1.4795 1.4789 1.4569 1.3303

CFCNN-CL correction noise data set-2

5 0.4389 0.8964 1.0012 0.8759 0.9002

10 0.4739 1.1807 1.2554 1.1854 1.0424

15 0.4995 1.1088 1.1422 1.0867 0.9653

20 0.8035 1.3256 1.2597 1.4068 1.3197

Table 4: Data set-1 comparison of RMSE values of different methods before and after noise correction.

Method N RRP-UICL UCF-ACos UCF-PC UCF-CPC UCF-jaccard

Noise data set-1

5 0.5496 0.7835 0.7156 0.9378 0.9156

10 0.7689 0.9845 0.9478 1.0856 1.0707

15 0.6914 0.9989 1.0002 1.0818 1.1403

20 0.8756 1.4956 1.4956 1.2945 1.2315

CFCNN-CL correction Noise data set-1

5 0.5471 0.7756 0.7056 0.9316 0.9118

10 0.7051 0.9646 0.9289 1.0256 1.0239

15 0.6845 0.9695 0.9565 1.0789 1.0956

20 0.8535 1.2813 1.4209 1.2656 1.1489
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the binary relationship between objects and attributes (users
and items) in the formal background of user interest K , and
the concept lattice of K is represented by L. After construct-
ing the concept lattice, the recommendation algorithm can
be analyzed based on the concept lattice theory, and the con-
cept lattice theory can be applied to the recommendation
algorithm.

Table 2 shows the scoring matrix of 6 users for 7 items,
in this scoring matrix, according to the conversion principle
of binary matrix, the items with scores of 4 and 5 are defined
as items of interest to users, their values are set to <1 >, and
other values are set to <0 >. The results are shown in
Table 3, and the binary matrix can be regarded as a back-
ground of user interest form K = ðU , I, RÞ, where user set
U = fU1,U2,U3,U4,U5,U6g and item set I = fI1, I2, I3, I4,
I5, I6, I7g. The user interest concept lattice constructed based
on the user interest formal background in Table 3 is shown
in Figure 2.

Because the traversal time is very complex, it needs to
speed up the recommendation. It is necessary to delete some
redundant L of user interest. This paper defines two condi-
tions to delete formal concepts:

For a formal concept Z in the user interest concept lat-
tice Lk,

(1) Z can be deleted if ∃Z ∈ LK is such that jExtðZÞj = 1

(2) Z can be deleted if ∀Z ∈ LK is so that IntðZÞ ∈ Intð
Z ′Þ

According to the deletion condition of redundant formal
concepts, the user interest concept lattice in Figure 2 is
deleted, and the obtained end user interest concept lattice
Lk is shown in Figure 3.

3.4. Partitioning “Nearest Neighbor.” In this stage, the exist-
ing methods are mainly used to find the most similar users,
and the “nearest neighbors” are divided by the most similar
users.

The immediate “nearest neighbor” Nd
u of the target user

u is represented as follows:

Nd
u = x x ∈Nu 且 x ∈MNu

��� �
: ð14Þ

Similarly, the indirect “nearest neighbor” Nid
u of the tar-

get user u is represented as follows:

Nid
u = x x ∈Nu 且 x ∉Nu ∩MNu

��� �
: ð15Þ

Among the other “nearest neighbors” users, these users
are just similar to the target users but do not show great
interest in the recommended items. This paper classifies
these users as indirect “nearest neighbors”. For example, if
a “nearest neighbor” Nu of a target user u is {U1, U2, U3,
U4, U5, U6}, and the most similar user MNu is {U3, U4,
U6}. According to the above definition, the direct “nearest
neighbor” Nd

u is {U2, U4, U6}, and the indirect “nearest
neighbor” Nid

u is {U1, U5}.

3.5. User Interest Forecast. According to the obtained direct
“nearest neighbor” and indirect “nearest neighbor” of the
target user, items can be recommended to the target user.
There are two main methods of project recommendation:
prediction method and list method. In the prediction
method, in the list method, all items of interest to the “near-
est neighbor” user are recommended to the target user.

3.5.1. Calculation of Correlation Coefficient between Users.
For indirect “nearest neighbor” users, this paper uses Equa-
tion (16) to calculate the similarity between indirect “nearest
neighbor” users and target users, and the similarity calcula-
tion formula between user U and user V is defined [16]:

sim u, vð Þ = max 1, Iu ∩ Ivj jð Þ∑i∈Iu∑j∈Iv ru,i/rv,j
� �

Iuj j · Ivj j · Iu ∪ Ivj j : ð16Þ

Weighted average forecast unscored items.
The prediction of score value is the last important step in

the recommendation algorithm. Use the weight to obtain the
final prediction score of each item. The steps of the predic-
tion method are as follows:

First, you need to calculate the average score of recom-
mended items. For recommended item I, use Equation
(17) to calculate the average score.

ri =
∑v∈Nd

u∪
Nid

u rv,i
Nd

u
S

Nid
u

�� �� : ð17Þ

In the scoring matrix of Figure 2, it is necessary to rec-
ommend the item I4 to the target user U3. It can be obtained
that the “nearest neighbor” Nu of the target user U3 is {U1,
U2, U3, U4, U5, U6}, the most similar user MNu is {U2, U4,
U6}, the direct “nearest neighbor” Nd

u is {U2, U4, U6}, and
the indirect “nearest neighbor” Nid

u is {U1, U5}. According
to the scores of the direct “nearest neighbor” and the indirect
“nearest neighbor”, the average score of the recommended
item I4 is calculated as ri = ð5 + 5 + 4 + 5 + 5Þ/5 = 4:8.

Then, the score of the recommended item is predicted,
and the score Ru, i of the target user u for the item i is pre-
dicted using formula (18)

Ru,i =
∑v∈Nd

u
rv,i a − rv,i − ri

�� �� − 1
� �2 +∑v∈Nid

u
rv,isim u, vð Þ a − rv,i − ri

�� �� − 1
� �2

∑v∈Nd
u
a − rv,i − ri

�� �� − 1
� �2 +∑v∈Nid

u
sim u, vð Þ a − rv,i − ri

�� �� − 1
� �2 :

ð18Þ

4. Experimental Design and Result Analysis

4.1. Experimental Design. In the experiment part, firstly, we
validate the effectiveness of CFCNN-CL algorithm to solve
the natural noise in the recommendation system, and then,
we validate the effectiveness of RRP-UICL algorithm to solve
the data sparse problem in the recommendation system.
Finally, we combine CFCNN-CL algorithm and RRP-UICL
algorithm to recommend, and validate the effectiveness
through experiments. Three parts of the experiment are
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using the recommendation algorithm to evaluate the average
absolute error and mean root error for comparative analysis.

4.2. Experimental Data Set. In this paper, the data set
MOVIELENS 100K is used to verify the effectiveness of
the algorithm. MOVIELENS data set is one of the most com-
monly used data sets to evaluate the effectiveness of the rec-
ommendation algorithm. A score of 4 means that the user
likes the movie, and a score of 5 means that the user likes
the movie very much. In the whole data set, each user eval-
uates at least 20 scores after watching the movie.

4.3. Performance Evaluation Indicators. Average absolute
error and mean root error are used to evaluate the accuracy
of our method. Under normal circumstances, the smaller the
MAE, the higher the prediction accuracy, and the calculation
formula is

MAE = ∑n
i=1 ri − pij j

n
: ð19Þ

The RMSE is calculated by dividing the sum of squares
of the difference between the actual score value and the pre-
dicted score value by the score set in the test set. The calcu-
lation formula is

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1 ri − pið Þ2
n

r
: ð20Þ

4.4. Method Analysis

4.4.1. Performance Analysis of CFCNN-CL Algorithm.
According to the algorithm, the users and items of the sam-
ple data set are classified, as shown in Figure 4.

See Figure 5 for the number of natural noise correction
in sample data set by collaborative filtering method based
on concept lattice.

For verifying the effectiveness of CFCNN-CL algorithm,
CFCNN-CL algorithm and existing PCC reprediction
methods are tested on data sets, and the effects of nearest
neighbor and sparsity on MAE and RMSE values are
compared.

(1) The Influence of Nearest Neighbor. With the change of
the nearest neighbor number, the changes of MAE and
RMSE values in the corresponding two methods are shown
in Figures 6 and 7, respectively. By analyzing Figures 6 and
7, it can be concluded that the MAE and RMSE of
CFCNN-CL algorithm and PCC reprediction method
decrease with the increase of nearest neighbors, and the
increase of nearest neighbors improves the accuracy of the
two methods. However, the MAE and RMSE values of the
proposed method are lower than those of PCC reprediction
method, so the noise correction method proposed in this
paper has better performance and better prediction accuracy
than PCC reprediction method.

(2) The Effect of Sparsity. For verifying the effectiveness in
sparse scenarios, the available ratings in sample data sets

are randomly changed to zero to form five data sets with dif-
ferent sparseness, which are 92%, 95%, 97%, 98%, and 99%,
respectively. Then, the CFCNN-CL algorithm and the exist-
ing PCC reprediction method are tested on five data sets
with different sparseness. Finally, the MAE and RMSE
values of different methods are compared, respectively.

Figures 8 and 9 show the experimental results of MAE
and RMSE value changes in different sparse scenarios with
the proposed method and PCC reprediction method. The
natural noise correction method proposed in this paper is
superior to PCC reprediction method.

4.4.2. Performance Analysis of RRP-UICL Algorithm. When
the recommended items N = 5, 10, 15, and 20, for data set-
1 and data set-2 with different sparsity, the experimental
results of MAE of the five methods varying with the recom-
mended items are shown in Figures 10 and 11.

As can be seen from Figures 10 and 11, of the five
methods, the MAE values of the RRP-UICL method in both
data sets are smaller than those of the other four methods. It
can be seen from the analysis chart that in sparse scenes, this
method has better prediction accuracy than the commonly
used collaborative filtering methods.

Similarly, under different recommended items N = 5, 10,
15 and 20, the experimental results of RMSE values of five
methods in data set-l and data set-2. RRP-UICL method
has better prediction accuracy than commonly used collabo-
rative filtering methods in Figures 12 and 13.

4.4.3. Recommended Performance Analysis of Fusion
CFCNN-CL and RRP-UICL. In this section, CFCNN-CL
algorithm to solve natural noise and RRP-UICL algorithm
to solve data sparsity are recommended, and data set-1 and
data set-2 with different sparsity in the previous section are
used for experimental analysis. At the beginning of the
experiment, CFCNN-CL algorithm is used to correct the
natural noise in data set-1 and data set-2. Then, the recom-
mended score prediction algorithm RRP-UICL and the four
commonly used methods UCF-ACos, UCF-PC, UCF-CPC,
and UCF-Jaccard are tested on data set-1 and data set-2 with
corrected natural noise, respectively. Finally, the experimen-
tal results are compared with those on data set-1 and data
set-2 without corrected natural noise, and the results are
analyzed.

When the recommended item N = 5, 10, 15, and 20, the
experimental results of RMSE values of the five methods
varying with the recommended items are shown in Table 4
for the data set-1 without correcting the natural noise and
the data set-1 with correcting the natural noise, and the
experimental results of RMSE values of the five methods
varying with the recommended items are shown in Table 5
for the data set-2 without correcting the natural noise and
the data set-2 with correcting the natural noise.

The recommendation combining CFCNN-CL and RRP-
UICL also has the smallest RMSE value and the highest rec-
ommendation accuracy in data set-1 and data set-2 in
Table 4 and Table 5. For the comparison before and after
noise correction, the RMSE value of the five methods after
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noise correction is lower than that before noise correction,
and the performance has been improved accordingly. How-
ever, UCF-ACos, UCF-PC, UCF-CPC, and UCF-Jaccard are
all affected by data sparsity to varying degrees, so the recom-
mendation performance will decrease in sparse data, and
with the increase of sparsity, the recommendation perfor-
mance will become worse. The recommendation method
based on CFCNN-CL and RRP-UICL avoids the influence
of natural noise and data sparsity, and the recommendation
accuracy is kept in good condition.

5. Conclusion

With the continuous development of recommendation sys-
tem and the increasing demand of people, the perfor-
mance and accuracy of recommendation algorithm are
required to be higher and higher. Firstly, this paper ana-
lyzes the development status of recommendation system
and concept lattice and explains the research background
and significance of this paper. After that, the related theo-
ries of recommendation system and concept lattice are
introduced, which provides theoretical support for the fol-
lowing methods.

The existing recommendation algorithms cannot recom-
mend accurately due to the influence of sparse data, this
paper proposes a recommendation rating prediction algo-
rithm based on user interest concept lattice, considering
the different influence degree of the “nearest neighbor” users
of the target users in the rating prediction process. The pre-
diction method proposed in this paper not only solves the
problem of sparse data in recommendation system but also
has high performance and prediction accuracy.

In the experimental part, the experimental settings are
introduced firstly, and then, the effectiveness of CFCNN-
CL algorithm and RRP-UICL algorithm and the fusion of
CFCNN-CL and RRP-UICL recommendation are verified
by using sample data sets. In the experimental results of
CFCNN-CL algorithm, under the influence of nearest neigh-
bor or sparsity, the noise correction method proposed in this
paper has better performance and better prediction accuracy
than PCC reprediction method. In the experimental results
of RRP-UICL algorithm, in sparse scenarios, the proposed
method has better performance and prediction accuracy
than four commonly used methods: modified cosine similar-
ity measure, Pearson’s correlation measure, constrained
Pearson’s correlation measure, and Jaccard measure. In the
final experimental results, under the influence of the number
and sparsity of recommended items, the MAE value and
RMSE value of CFCNN-CL and RRP-UICL recommenda-
tion method are the smallest, and the recommendation accu-
racy is the highest.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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