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Computer is one of the indispensable tools in the human world, and human needs for it are increasing, so the emergence and
application of more advanced computers are needed. The current computers do not respond intelligently, and it is difficult to
meet people’s needs for information processing in the era of big data. In order to solve these problems, this paper proposes the
application of a neural network-based data classification algorithm in computers, aiming to study the practical application of
the algorithm in computers. The research method of this paper is to introduce the BP neural network, select the appropriate
method of classification features, and then study the data classification algorithm. The function of the research method is to
compare the classification error and convergence speed of the BP network composed of different hidden layer nodes, to study
whether a certain feature item of the data exists and the difference in the amount of information classification of the entire
document, and to select high efficiency, accuracy, and scalability algorithm. This paper compares the forward reasoning time of
the model before and after cutting through experiments based on neural network model design, algorithm design, and man-
machine dialogue model design. The results show that, in terms of computing speed, the adaptive model compression method
based on the accuracy and redundancy ratio compresses the model after the forward reasoning time is greatly reduced, and the
reasoning time becomes 35% of the original, and in terms of calculation accuracy, the absolute error after using the SOM
method in this article has not reached 0.5.

1. Introduction

1.1. Background. In the long-term natural selection and bio-
logical evolution process, the human brain has formed a
powerful thinking ability and excellent intelligent percep-
tion. Computer technology has been developed for decades,
and from the early integration of transistors to the era of
rapid development of Internet technology, computer tech-
nology includes more and more definitions, including
chip-level technology, system-level technology, and software
technology. In recent years, jargon such as neural networks
and classification algorithms has been flooded with commu-
nication methods and entire personal lives. The basic princi-
ple of neural network is to imitate the human brain neuron
network, trying to have the same intelligent learning ability
and logical analysis ability as human; however, the human
brain has billions of neurons, which cannot be simulated
by current computers. However, this article can start from

the structure of the human brain and learning principles
and try to simulate a network that can think like a brain as
much as possible. And with the improvement of computer
performance, many problems that are currently regarded
as bottlenecks may be solved. Combining theoretical and
experimental result analysis, this paper finds that the tradi-
tional neural network algorithm is expected to break
through its computing bottleneck in the future Internet of
Things system and usher in rapid development.

1.2. Significance. In order to adapt to a more complex com-
puter application environment, people need to build models
with strong learning capabilities. Due to its unique two-
dimensional data processing method, convolutional neural
networks are particularly suitable for data classification and
processing. Therefore, the research theme of this study not
only has important academic significance but also has the
importance of practical leadership in the engineering field.
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The automatic recognition and classification of data is of
great significance for both military and civilian scenarios,
and the modulation recognition task is simply a method of
determining the modulation pattern for some characteristics
of the data signal after receiving the data signal. The modula-
tion recognition has an irreplaceable position in both military
and civilian fields, when the modulation style of the data signal
is correctly determined, it can help managers better manage
the increasingly scarce spectrum resources, better identify ille-
gal intrusion signals, and strengthen the utilization and man-
agement of spectrum, so the task of data recognition and
classification has strong practical significance.

1.3. Related Work. Neural networks and data classification
algorithms have always been hot topics in the computer
field, and comments around them are endless. Dong and
Wang studied the robust index problem based on output
feedback control [1]. Secor et al. believe that artificial neural
networks are used to solve the Schrödinger equations of the
single-well and double-well potentials of hydrogen-bonded
molecular systems for proton transfer. The artificial neural
network mapping is trained to predict the lowest five proton
vibration energy, wave function, and density according to
the proton trend and predict the excited state proton vibra-
tion energy and density according to the proton ground state
density [2]. Chan and Elsheikh proposed that neural net-
work technology is increasingly being considered in the field
of geology, characterized by high-dimensional spatial data
dominated by multipoint statistics. Because the current
method does not provide parameterization of the condition
generation process, he proposed a method to obtain the
parameterization of the direct generation condition realization
[3]. Takano et al. explored the use of classification algorithms
to test the modification of specific sentences by developing a
computer classifier that distinguishes specific and nonspecific
memories. He extracted a large number of grammatical fea-
tures, such as past tense, negation, adverbs, and phrases
related to time and place [4]. Lemke et al. believe that the anal-
ysis currently used in the health system requires an access clas-
sification algorithm based on management data. His goal is to
show expanded and revised versions of existing algorithms
and use this tool to characterize ED usage patterns in a sample
of American hospitals and a large number of health plan reg-
istrants [5]. Aminu and Ahmad proposed the least square
discriminant analysis method, a well-known chemometric
feature extraction and information classification technology.
The accuracy of feature learning and extraction depends
on the degree of capture of the discriminative subspace,
and the comparison performance is measured based on
the distinction and classification of these data sets [6]. Kundu
and Ari proposed an interface system for character recogni-
tion based on the P300 signal, and the autoencoder pro-
posed an ensemble of weighted artificial neural networks
for P300 detection to minimize the difference between dif-
ferent classifiers. In order to provide more data support for
better classifiers, the algorithm assigns higher weights to
better-performing classifiers [7]. Aiming at the problem of
real-time arrhythmia classification, Cai et al. propose a low-
latency, high-practical, and high-reliability deep learning

real-time arrhythmia classification algorithm, which can be
easily applied to the real-time arrhythmia classification sys-
tem. His research results show that the algorithm is very
accurate in predicting patient location [8].

1.4. Innovation. This experiment studies and summarizes
the latest technologies and theories in the field of brain-
inspired computing, effectively absorbs previous research
work, and compares and analyzes the latest brain-inspired
computing architecture and brain-inspired computing chips.
This process needs to solve the key technical points required
to operate computer research like a brain, such as data
packet multicast transmission, efficient interconnection
between boards, and neuron simulation. This paper studies
the computer network fault diagnosis, using SOM method
and LM method to simulate the computer network fault.
The SOM neural network and the BP neural network are
effectively combined by adding weights, and the parallel
algorithm is used to make certain improvements to the LM
algorithm, and these examples show that this research has
a certain significance through case diagnosis.

2. Neural Network and Classification Algorithm

2.1. BP Neural Network. BP refers to the most widely used
training algorithm in various feedforward neural networks
is the error back propagation algorithm [9]. In this paper,
the feedforward neural network trained using the BP algo-
rithm is usually called the BP neural network. Therefore,
the BP neural networks mentioned in the following chap-
ters of this article are all expressed as feedforward neural
networks using the BP algorithm. In many learning prob-
lems of multilayer feedforward neural networks that have
been plagued by scholars, the BP algorithm has a good
performance [10]. The learning process of the BP algo-
rithm can generally be divided into two stages: the forward
propagation stage of the training input data and the back
propagation stage of the error signal, as shown in Figure 1.

After understanding the basic principles of the BP algo-
rithm, this section specifically introduces the derivation of
the algorithm in the three-layer feedforward neural network
model [11]. The energy function used for derivation is the
formula for calculating the mean square error, as shown in
Formula (1).

W �xð Þ = 1/2〠
k

k=1
yk �xð Þ − tk �xð Þ½ �2: ð1Þ

In the standard BP learning algorithm, during the for-
ward propagation stage of training data, the input informa-
tion of each layer of neuron in the network is directly
taken from the previous neuron, and the calculated output
is directly sent to the latter neuron. If the network output
error does not meet the standard, enter the back propagation
stage of the error signal, and use Equations (2) and (3) to
adjust the threshold and weight of each neuron node in
the neural network [12]. Among them, the partial derivative
of each connection weight of the neural network and the
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energy function of the neuron threshold are calculated by
Equations (4) and (5).

Qjk =Qjk + n
∂W �xð Þ
∂Qjk

, ð2Þ

θj = θj + n
∂W �xð Þ
∂θj

, ð3Þ

∂W �xð Þ
∂Qjk

= ∂W �xð Þ
∂yk �xð Þ

∂yk �xð Þ
∂netk �xð Þ

∂netk �xð Þ
∂Qjk

, ð4Þ

∂W �xð Þ
∂Qjk

= 〠
k

k=1

∂W �xð Þ
∂yk �xð Þ

∂yk �xð Þ
∂netk �xð Þ ⋯

∂yj �xð Þ
∂net j �xð Þ

∂net j �xð Þ
∂Qjk

:

ð5Þ

Under normal circumstances, the conventional BP algo-
rithm always approaches the minimum point from one
direction and has no ability to jump out, so the error value
does not change much as the training continues, as shown
in Figure 2:

According to the comparison of the classification error
and convergence speed of the BP network composed of dif-
ferent hidden layer nodes, the BP network topology used in
the classification experiment of the data set in the computer
network is finally determined: 12 input layer nodes, 36 hid-
den layer nodes, and 12 output layer nodes [13]. Carrying on
the final classification experiment with the selected network
structure, the result is shown as in Figure 3.

Figure 3 shows the error of the classification result,
which is a direct error, that is, the error obtained by directly
subtracting the actual result from the root of the classifica-
tion result [14]. It can be seen that under the best BP neural
network determined by the experiment, the results of this
article are still very ideal, and the mean square error MSE
is about 0.015.

Convolution operations have an important position in
neural networks, such as continuous convolution operations
and discrete convolution operations [15]. Next, in this arti-
cle, this article will introduce the formula of convolution
operation in neural network.

Continuous convolution operation formula:

W nð Þ =
ð∞
−∞

x pð Þh n − pð Þdp = x nð Þ ∗ h nð Þ: ð6Þ

Discrete convolution operation formula:

W nð Þ = 〠
∞

−∞
x ið Þh n − ið Þdp = x nð Þ ∗ h nð Þ: ð7Þ

The convolution operation of convolutional neural net-
work belongs to discrete convolution, but there are some dif-
ferences in the definition of discrete convolution in analytic
mathematics. Convolution operation is actually a linear
operation, not a real convolution operation. The corre-
sponding convolution kernel can also be called a filter [16],
the size of the convolution kernel determines the size of
the subregions involved in the operation in the image, and
the size of the convolution kernel parameters determines
the increase in the voting power of the pixels corresponding
to the image area covered by the final convolution kernel,
and the higher the weight, the greater the result of the
convolution.

2.2. Selection Method of Classification Features. The infor-
mation acquisition method (IG for short) selects features
based on the amount of information provided by the feature

Figure 1: Signaling of the algorithm.
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Figure 2: Local minimum and global minimum of error.

3Wireless Communications and Mobile Computing



items for the entire document classification and the amount
of information in the entire document classification with or
without feature items. In this process, the difference in clas-
sification information is called the gain of feature items, and
entropy determines the amount of information [17]. The
information gain is given in Equation (8), which is the differ-
ence between the entropy of the document when there are
no features and the entropy of the document when there
are features.

IG nð Þ = −〠
m

i=1
Y Cið Þ log Cið Þ + Y nð Þ〠

m

i=1
Y Ci ∣ nð Þ log Ci ∣ nð Þ

+ Y �nð Þ〠
m

i=1
Y Ci ∣ �nð Þ log Ci ∣ �nð Þ:

ð8Þ

Among them, YðCiÞ represents the probability of
appearing in document, Ci, YðnÞ represents the probability
of the document including the feature item t, YðCi ∣ nÞ rep-
resents the conditional probability of the document includ-
ing the feature item t, Yð�nÞ represents the probability of a
document that does not include the feature item t, YðCi ∣ �n
Þ represents the conditional probability of belonging to Ci
when the document does not include the feature item t,
and m represents the number of categories. From the above
definition and information gain equation, it can be seen that
the information gain of a feature is the best feature selection
method in theory. But in actual engineering, most of the fea-
tures with high information gain are usually very low values.
This is because it shows that there are problems with fre-
quency and data sparseness, leading to poor classification
results [18].

The TC statistic (X2) detects the degree of correlation
between the feature item t and the category c, assuming that
t obeys the X2 distribution and the first degree of freedom

[19]. In a specific category, the higher the TC statistics of a
feature, the better, and the greater the correlation between
the feature and the category, the more useful information
the feature has for classification. The definition of TC statis-
tics is shown in Formula (9):

TC n, Cið Þ = N AD − BCð Þ2
A + Cð Þ B + Cð Þ A + Bð Þ D + Cð Þ , ð9Þ

where N represents the total number of documents, A
represents the number of documents that belong to class C
i and contains t, B represents the number of documents that
does not belong to class Ci and contains t, and C represents
the number of documents that belongs to class Ci and does
not contain t, D represents the number of documents that
does not belong to class Ci and do not contain t. For the
problem of data classification, the function of TC statistics
provides two solutions [20].

One is to calculate the TC value of t for each category
separately and calculate Equation (10) in the training set.

CHImax nð Þ = max
1≤i≤m

CHI n, Cið Þf g: ð10Þ

If m represents the total number of categories, it can be
known that the method gives a threshold. Then, delete the
functions below the threshold and select the functions above
the threshold [21].

Second, using Formula (11) to calculate the average
value of each category and function.

CHIavg nð Þ = 〠
m

i=1
Y Cið ÞCHI n, Cið Þ: ð11Þ

This method takes the average value as the TC value of
each category.
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Figure 3: Error statistics of classification results.
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The third point is to find the amount of mutual informa-
tion (MI for short), and the basic idea is that the higher the
frequency of the function t and the category c, the greater the
amount of mutual information. Because A, B, C, and N are
the same as the definitions in the previous section, the per-
formance of mutual information is shown in Equation (12).

MI n, Cið Þ = log Y n, Cið Þ
Y nð ÞY Cið Þ ≈ log AN

A + Cð Þ A + Bð Þ : ð12Þ

If feature t and category Ci are independent of each
other, then Yðn, CiÞ = YðnÞYðCiÞ,MIðn, cÞ = 0. Like the X2
statistics, there are many ways to find the maximum and
average values of multiple classification problems in the
text [22].

2.3. Data Classification Algorithm. In the entire data classifi-
cation process, the key part is to select the correct data clas-
sification algorithm [23]. In general, the choice of data
classification algorithm in this paper should consider the
robustness, efficiency, accuracy, scalability, and comprehen-
sibility of the algorithm for analysis. A large number of liter-
ature studies have shown that the following classification
algorithms are more effective.

Bayesian classification is a data classification method
based on Bayes’ theorem [24]. This article can use Bayesian
classification method to estimate the probability of a specific
sample type. In other words, this article can predict the
probability that a sample belongs to a specific class member.

The basic idea of Bayesian classification is as follows. For
a sample group X with m possible classifications (marked as
C1, Ci − 1, Ci, Ci + 1), any sample individual vector X has n
attributes X = fX1, X2,⋯Xng and belongs to the marked
class only when inequality (13) is established.

Y Ci ∣ �xð Þ > Y Cj ∣ �xð Þ, 1 ≤ j ≤m, j ≠ i: ð13Þ

Among them, YðCi ∣ �xÞ and YðCj ∣ �xÞ are calculated by
Formula (14).

Y Ci ∣ �xð Þ = Y �x ∣ Cið Þ × Y Cjð Þ
Y �xð Þ : ð14Þ

The key to solving Equation (2) is that the calculation of
Yð�x ∣ CiÞ can adopt the naive assumption that the class label-
ing conditions are independent of each other and use Equa-
tion (15) for calculation.

Y �x ∣ Cið Þ =
Yn
k=1

Y xk ∣ Cið Þ: ð15Þ

The BPNN algorithm is currently the most widely used
neural network and has successfully solved practical prob-
lems in many fields [25]. The sample set can be defined as
Formula (16).

D = Xi, ωjð Þ ∣ Xi ∈ X, ωj ∈Ω, 1 ≤ i ≤ n, 1 ≤ j ≤ cf g: ð16Þ

Among them Xi = ½x1, x2,⋯, xd�T , d is the number of
attributes of the sample set. The set of categories the sam-
ple belongs to is set to Ω = fω1, ω2,⋯ωj,⋯, ωcg, then Ω

is a set of label vectors with c categories, of which ωj =
½y1, y2,⋯yk�T .

In Bayesian decision-making based on the minimum
error rate, it is assumed that each attribute in the naive Bayes
algorithm is independent of each other and the class condi-
tional probability of continuous attributes obeys Gaussian
distribution. When the prior probability and the class condi-
tional probability density are known, the Bayes formula is
used to compare the posterior probabilities of the samples
belonging to each category [26]. Under the condition that
the total error rate is minimized, the category to which any
unknown pattern in the test sample belongs is determined
as the category with the largest posterior probability. The
Bayesian decision algorithm based on the minimum error
rate used in this paper can be simply described as the defini-
tion of sample set D that is shown in Formula (16). Suppos-
ing any unknown pattern in the test set is x, N is the total
number of training samples, and Ni is the number of sam-
ples belonging to ωi categories in the training samples, then
there is a prior probability of YðωiÞ ≈Ni/N , ði = 1, 2,⋯cÞ
for each category. Assuming that the class conditional prob-
ability Yðx/ωiÞ obeys the Gaussian distribution, in the d-
dimensional feature space, the multivariate Gaussian proba-
bility density function is defined as shown in Equation (17):

Y
x
ωi

� �
= 1

2πð Þd/2 ∑ixj j1/2
exp −1/2 x − uið ÞT 〠

−1

i

x − uið Þ
 !

,

ð17Þ

where ui =QðxÞ is the mean value of the class, ωi is the
covariance matrix of x times x, ∑i is the value of the
determinant of ∣∑i∣, and ∑i is the inverse matrix of ∑i−1.
Using the Bayesian formula to obtain the posterior probabil-
ity Yðx/ωiÞ of the unknown mode x, the calculation formula
is shown in Formula (18):

Y x/ωið Þ = Y ωi/xð ÞY ωið Þ/〠
c

j=1
Y

x
ωj

� �
Y ωjð Þ: ð18Þ

Suppose the calculation formula of discriminant func-
tion giðxÞ corresponding to category ωi is shown in For-
mula (19):

gi xð Þ = Y
ωi
x

� �
, i = 1, 2⋯ c: ð19Þ

Secondly, the category corresponding to the discrimi-
nant function with the highest verification probability is
the category to which the unknown mode x belongs
[27]. Because the denominator ∑c

j=1Yðx/ωjÞYðωjÞ in Equa-
tion (18) is the same for all classes of Yðx/ωiÞ, it can be
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omitted, and then the discriminant function equation (19)
can be rewritten as Equation (20):

gi xð Þ = Y
x
ωi

� �
Y ωið Þ, i = 1, 2⋯ c: ð20Þ

Then, the policy rule for the category of unknown pat-
tern x in the test sample set is: if gkðxÞ =max ðgiðxÞÞ, i
= 1, 2,⋯, c, then unknown pattern x ∈ ωk.

3. Computer Application Experiment of Data
Classification Algorithm

3.1. Model Design Based on Neural Network. At present,
research on large computers such as the brain is in full
swing, but it is difficult to achieve. In this paper, a neural
network simulation program is proposed, and a CAM-
based multicast transmission mechanism of large-pulse neu-
ron data packets is designed, which successfully solves the
board-level interconnection problem of large-scale brain-
like computers [28].

The large-scale brain-like simulation computer platform
designed in this experiment connects a large number of
general-purpose processors through an efficient custom net-
work, providing a wide range of communication possibilities
to manipulate the neural network model used [29] Each
entity has a small and independent state, such as a neural
network, and the overall architecture of the system is shown
in Figure 4.

The large-scale brain-like simulation computer platform
developed in this paper has high-efficiency large-scale parallel
processing capabilities, low system power consumption, and
good system stability [30]. In the experimental environment,
a computer motherboard is like a brain, which can simulate
more than one million neurons, which provides a feasible
solution for the development of brain-like computers.

In addition, neural networks can also be used to detect
computer failures and analyze computer network interface
failures. The reasons for the failure of the interface are gen-
erally divided into the following four types: B1 controls the
security of the interface, B2 controls the stability of the net-

work, B3 equipment is congested, and the B4 communica-
tion protocol is incompatible, and they are used as the
output nodes of the SOM neural network. MIB-2 is subordi-
nate to the 5 status signs of the 2 interface, The sample input
for this experiment is shown in Table 1.

Using the training function in the MATLAB neural net-
work toolbox to train the SOM neural network of this article,
it is found that as the number of training steps increases, the
distribution of neurons gradually becomes more reasonable.
After the network training is completed, the weight will be
corrected, and when the experiment inputs each value, the
network will automatically cluster the value. Using the com-
bination of the above SOM and LM methods to retrain the
sample data and train it, and the training process is shown
in Figure 5.

It can be seen from the figure that the combination of the
SOM method and the LM method has a faster convergence
rate than the general BP neural network.

After using the sample data to construct and train the
neural network, the absolute error of the simulation results
is shown in Table 2.

Table 2 corresponds to the absolute error of the sample
simulation results using the combination of the SOM
method and the LM method. It can be seen that the absolute
error after using the SOM method does not reach 0.5, but

Neuron/Neural
network Multi-core CPU

Brain-like computer
motherboard

Brain-like computer
cabinet

Brain-like simulation computer group

Figure 4: Schematic diagram of the overall system architecture.

Table 1: Input sample.

B1 B2 B3 B4 B5

0.7 0.1160 0.3480 0.1160 0.0387

0.4 0.1940 0.5820 0.1164 0.0146

0.5 0.8000 0.8000 0.1333 0.0190

0.2 0.6250 4.3750 0.8750 0.8750

0.1 0.6230 4.3610 1.0903 0.2181

0.8 0.7250 2.9000 0.4833 0.0604

0.2 0.2290 1.3740 0.4580 0.1145

0.8 0.1200 0.8400 0.8400 0.4200

0.2 0.3830 0.3830 0.0958 0.0479

0.2 0.4400 0.8800 0.4400 0.0733
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the absolute error of the unused method reaches -0.0112 the
smallest. It can be seen that the combination of SOM
method and LM method has a better effect on improving
the accuracy of sample simulation. Using the combination
of SOM method and LM method not only improves the
accuracy but also greatly reduces the number of training.

3.2. Algorithm Design Based on Neural Network. Through
the introduction of the previous article, this article has a
deep understanding of the logical composition, software
architecture, and technical route of the system, and this sec-
tion will use the data classification algorithm to collect and
store data.

GoogLeNet has 22 network layers, its model has been
iteratively updated in four versions so far, and now it has
reached the v4 version. Although the number of network
layers is almost 3 times that of AlexNet, the amount of
parameters is only 1/12 of AlexNet. In addition to the appli-
cation of the very innovative inception network structure,
GoogLeNet basically cancels the use of the fully connected
layer and is more compact and excellent in the design of
the model. GoogLeNet shows a very compact and ingenious
network structure, which can fully extract and merge fea-
tures at different scales, and this network model avoids the
use of a fully connected layer, which reduces the number
of model parameters to a certain extent. The specific net-
work structure of GoogLeNet and the number of parameters
are shown in Table 3:

GoogLeNet was originally designed to solve the classifi-
cation problem of image data sets, so this experiment uses
it to classify the modulation styles of the Fourier time-
frequency graph data sets. The neural network structure
used in this experiment is basically similar to the GoogLeNet

structure, but the auxiliary classifier is removed, and the net-
work structure of the input and output layers is fine-tuned to
make it more suitable for the purpose of signal modulation
style classification. Figure 6 shows the network structure loss
curve of the training set and the recognition accuracy curve
of the verification set.

The residual network model is another innovation in the
field of neural networks in recent years. Usually, as the net-
work model continues to deepen, the neural network will
become more difficult to train, and the loss of the training
set does not decrease but rises, resulting in failure to train,
which is the degradation of neural networks. Until the emer-
gence of ResNet, the training of large-scale neural network
models became possible.

Comparing the experimental results, it can be found that
the recognition and classification effects of ResNet 3.0 and
ResNet 5.0 on the short-time-frequency map data set are
basically the same. From the analysis of the experimental
results, this article believes that the 40-layer model basically
has the ability to fully fit the function of distinguishing signal
types. Compared with ResNet 3.0, the 50-layer ResNet 5.0
network is basically identical to the redundant part of
ResNet 3.0, so there is no overfitting, but the result of the
classification ability of the two is almost the same. From
the experimental results, it can be further verified that the
residual network has the adaptive ability. Figure 7 is the var-
iation curve of the classification accuracy of the validation
set of ResNet 3.0 and ResNet 5.0:

In this section of the experiment, the AlexNet network
model of the classified IQ modulation signal trained in this
experiment is tailored, and random sampling is also carried
out from 800 samples of 15 modulation modes of the IQ
original signal data set. Each modulation method selects 60
samples as the training data set used in the compression pro-
cess, and divides them according to the ratio of 6 : 2 : 2, and
uses the improved adaptive model cropping method based
on the accuracy and redundancy ratio to crop the model.
In the fixed-parameter cropping experiment, the initial crop-
ping channel number is 32, and the performance recovery
Epoch is 15 after cropping, and a total of 60 Epochs are
cropped. Using cross-entropy loss function, SGD is used as
the optimizer for training, learning rate lr = 0:001, and
momentum = 1. The main parameters of the adaptive chan-
nel model compression method based on the accuracy rate
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Figure 5: Comparison of the training process of the combined algorithm and the original algorithm.

Table 2: Absolute error.

B1 error B2 error B3 error B4 error B5 error

-0.0112 0.2130 0.4129 0.0609 -0.0101

0.2587 0.2433 0.3105 0.3450 0.2573

0.1349 0.0152 0.5488 0.1421 0.1337

0.1103 0.1012 0.4885 0.1195 0.1093

0.0649 0.0941 0.4682 0.1014 0.0648
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redundancy ratio are basically the same as those of fixed
channel clipping, but the accuracy rate redundancy ratio
threshold parameter is 9 and the channel drop rate is set
to 1. That is, every time the accuracy rate drops by more
than 4%, the number of channel cuts will drop to 86% of
the original. The experimental comparison between the
accuracy of the two cutting methods and the number of
Epoch rounds is shown in Figure 8:

From the comparison chart of the accuracy drop curve, it
can be seen that when the Epoch is greater than about 45,
the performance of the fixed-parameter model clipping
method begins to drop sharply, and this is because the

redundant parameters of the model are almost all cut off.
At this time, if the original cutting level is continued, it will
seriously affect the performance of the model. The model
clipping method based on the accuracy and redundancy
ratio can still maintain a high recognition accuracy in the
later stage of the clipping, because the adaptive model clip-
ping strategy reduces the clipping strength and continues
to perform redundant clipping under the premise of ensur-
ing the accuracy. Therefore, the adaptive model clipping
method based on the accuracy rate redundancy ratio has
better clipping performance than the fixed parameter clip-
ping method in ensuring the accuracy index.

Table 3: Network structure and the number of parameters.

Type Patch size Output size Depth 5x5red uce Pool proj Params Ops

Incep-4a 7 × 5/2 112 × 56 × 256 0

Lncep-4b 14 × 7/6 56 × 112 × 56 0

Incep-4c 4 × 6/2 64 × 56 × 28 0

Incep-4d 28 × 56 × 28 1 153 85 175 k 54M

Inccp-4c 112 × 64 × 256 0 63 45 163 k 50M

Incep-5a 56 × 28 × 64 0 179 68 100 k 68M

Incep-5b 3 × 2/2 64 × 256 × 28 1

Linear 28 × 64 × 56 1 187 47 108 k 37M

Softmax 9 × 7/2 112 × 64 × 256 0
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Figure 6: Training loss change curve and validation set accuracy change curve after fine-tuning.
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Figure 7: Variation curve of classification accuracy of ResNet 3.0 and ResNet 5.0 validation sets.
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After completing the model loading with the method
described above, forward inference experiments are per-
formed on the above verification data sets, and the comparison
results of the forward inference time are shown in Table 4:

According to the calculation results, it can be concluded
that the classification accuracy of the uncompressed model is
the highest, reaching 85%. But its model reasoning time is
also the longest, 2.114 seconds on the RTX2060 platform,
8.676 s on the RTX A4000 platform, and 17.195 s on the
I3-8100 processor platform; however, the forward reasoning
time is greatly reduced after the model is compressed by the
adaptive model compression method based on the accuracy
and redundancy ratio. On the RTX2060 platform, it was
reduced to 1.4665 s, and the reasoning time became 35% of
the original, and on the RTX A4000 platform, the reasoning
time was 1.5616 s, which was reduced to 18% of the original.
It is reduced to 2.5792 s on the I3-8100 processor platform,
and the reasoning time is directly reduced to 15% of the
original. It can be inferred from this that model compression
is of great significance on edge computing devices, and the
improvement effect is more obvious on devices with weaker
computing power. Compressing the model can greatly reduce
the inference time within the acceptable accuracy loss range,
and this is of great significance for scenarios that require edge
deployment and require higher real-time performance.

3.3. Human-Machine Dialogue Model Design Based on Data
Classification Algorithm. Making machines understand
human instructions is an important task in the computer
field, as pointed out by the Turing Test proposed in 1951.

If the interaction with the computer can be considered by
people as if they are communicating with a human, then
it can be determined that the machine is intelligent. With
the development of artificial intelligence technology, people
are no longer satisfied with machines recognizing human
instructions and hope that machines can recognize natural
language and make a reasonable and natural response to it.
Therefore, a large number of researchers have carried out
research on human-machine dialogue systems. The model
in this section is improved based on the Transformer struc-
ture, and the model is divided into two parts, and its structure
is shown in Figure 9.

In the figure above, the encoder: the encoder is com-
posed of n identical layers, and this experiment takes 6 mod-
ules to be superimposed. Each encoder layer contains three
sublevel layers, and the first is the sequential information
layer added in this section, the second is the self-attention
layer, and the third is a simple, position-related fully con-
nected network floor, and a residual connection and multi-
layer normalization are added to each sublayer. Decoder:
the decoder also consists of the same number of layers, but
in addition to the three sublayers of each layer, the decoder
also has an encoder-decoder attention sublayer, which com-
bines the output of the encoder and decoder to perform
sequence attention calculations.

Because the Transformer structure is a parallel comput-
ing network structure, there is no internal timing calculation
operation but the relative position information obtained by
artificially adding a mathematical calculation to the input
terminal. But for rich natural language sequences, such sim-
ple injection of position information is very insufficient.
Especially in dialogue tasks, the sequence of sentences is very
important semantic information, if the sequence informa-
tion of sentences cannot be well mined, it will have a great
impact on the generation of normal sentences. The improve-
ment of the model in this section adds an RNN network as a
sequential information layer before the self-attention sub-
layer of each module of Transformer. It is used to capture
sequence information and then transfer the output result
to the Transformer structure for further learning.

The baseline model in this paper is the model HRED
based on the basic hierarchical cyclic encoder decoder and
the multiround dialogue model HVRED based on variational
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Figure 8: Comparison of accuracy drop curve before and after improvement.

Table 4: Time-consuming situation of fixed parameter model
compression method.

Platform
Original model

time (s)
Compression
model time (s)

Reduction
ratio

NVIDIA GTX1060 4.19 1.4665 0.65

NVIDIA RTX2060 2.114 0.3593 0.83

GT730M 8.601 2.5803 0.7

I3-8100 17.195 2.5792 0.85

NVIDIA RTX
A4000

8.676 1.5616 0.82
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autoencoding. The multiround dialogue model HCVRED
based on conditional variational self-encoding proposed in
this paper calculates the average value, greedy value, and
extreme value related to the word vector according to the
generated results and label comparison of different models.
In order to more intuitively understand the variation of the

evaluation indicators and better analyze the model results,
the experimental results are drawn as a histogram, as shown
in Figure 10.

It can be seen that in all models, HRED is the worst of all
models, and HVRED has been significantly improved after
introducing variational autoencoding. Through pretraining,
HCVRED has further improved in terms of the degree of
actual word overlap or the average value, greedy value, and
extreme value calculated based on word vectors.

4. Discussion

Because computer network failure is a very complex and
comprehensive problem, and there are many factors for net-
work failure, this article does not apply the built model and
system to the network management software manufactured
by current manufacturers and does a good job of compatibil-
ity testing. This is also the shortcoming of the research in
this paper, and it is also the direction that needs to be
worked hard. In addition, the dialogue task in this article
only uses text data as the training data set. With the contin-
uous accumulation of various forms of data, especially the
accumulation of pictures and video information, integrating
these data into the dialogue task can further promote the
intelligence of the dialogue system. Therefore, integrating a
multimodal technology into dialogue tasks is also a popular
technical research direction.
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Figure 9: Transformer-based single-round dialogue model.
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5. Conclusions

Although the research of neural network in the field of fault
diagnosis has achieved good results, the structure and train-
ing times of neural network have a great influence on the
fault diagnosis ability of neural network. A neural network
with an unreasonable design may not be effective in fault
diagnosis, at this stage, it is generally through multiple
designs and trainings to gradually optimize the network
results, which undoubtedly wastes a certain amount of
resources. This paper is based on the task of automatic rec-
ognition of digital modulation signals, and on top of it,
researches on the automatic recognition algorithm of digital
modulation signals based on deep learning. It uses the cur-
rent mainstream network model to study the signal modula-
tion recognition task, and on this basis, some network
models are improved for the signal classification task, which
improves the classification accuracy and anti-interference
performance. After using the SOM method, the absolute
error did not reach 0.5, but the unused absolute error
reached -0.0112 the smallest. It can be seen that the combi-
nation of SOM method and LM method has a better effect
on improving the accuracy of sample simulation.
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