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With the emergence of big data and the interest in deriving valuable insights from ever-growing and ever-changing streams of
data, machine learning has appeared as an effective data analytic technique as compared to traditional methodologies. Big data
has become a source of incredible business value for almost every industry. In this context, machine learning plays an
indispensable role of providing smart data analysis capabilities for uncovering hidden patterns. These patterns are later
translated into automating certain aspects of the decision-making processes using machine learning classifiers. This paper
presents a state-of-the-art comparative analysis of machine learning and deep learning-based classifiers for multiclass
prediction. The experimental setup consisted of 11 datasets derived from different domains, publicly available at the
repositories of UCI and Kaggle. The classifiers include Naïve Bayes (NB), decision trees (DTs), random forest (RF), gradient
boosted decision trees (GBDTs), and deep learning-based convolutional neural networks (CNN). The results prove that the
ensemble-based GBDTs outperform other algorithms in terms of accuracy, precision, and recall. RF and CNN show nearly
similar performance on most datasets and outperform the traditional NB and DTs. On the other hand, NB shows the lowest
performance as compared to other algorithms. It is worth mentioning that DTs show the lowest precision score on the Titanic
dataset. One of the main reasons is that DTs suffer from overfitting and use a greedy approach for attribute relationship analysis.

1. Introduction

The rapid development in web technologies resulted in the
creation of immense volume of data, which requires efficient
data extraction and intelligent data analysis for identifying rel-
evant information. Machine learning (ML) is a relatively new
domain of data analysis which plays an important role in emu-
lating human intelligence in electronic devices. Resultantly,
these devices can learn and progressively improve their perfor-
mance on specific tasks without explicit programming [1]. A

recent report suggests that ML will be the center of innovation
in near future [2]. ML techniques have been successfully
employed in web search [3], recommendation systems [4],
email filtering [5], ad placement [6], fraud detection [5], credit
scoring [7], stock trading [8, 9], and many other applications.

ML techniques are mainly divided into four categories:
(1) supervised, (2) unsupervised, (3) semisupervised, and
(4) reinforcement learning. In supervised learning, the clas-
sifiers are trained through examples. The classifier identifies
patterns from the labeled data and learns from the
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observations till achieving a certain level of performance. On
the contrary, unsupervised learning interprets the structure
of data and uses this information for organizing the data into
groups or clusters. Unsupervised ML does not use data labels
or any information about the desired outcome in advance.
Similarly, semisupervised learning uses a combination of
both labeled and unlabeled data for mining meaningful
patterns. Research identifies that accuracy can improve sig-
nificantly when unlabeled data is used in conjunction with
labeled data [10]. Finally, reinforcement learning is a new
area in ML that is concerned with achieving an optimal out-
come through trial and error [11].

The objective of the paper is to present a comprehensive
performance analysis of various classification algorithms for
multiclass prediction using multiple datasets. The algo-
rithms include Naïve Bayes (NB), decision trees (DTs),
random forest (RF), gradient boosted decision trees
(GBDTs), and DL-based convolutional neural networks
(CNN). NB and DTs are classic ML algorithms. NB is one
of the simplest and oldest classifiers which is based on
Bayesian theorem. NB is particularly suited in situations
where input dimensions are relatively high. Similarly, DTs
present the decision results in a tree-like graph with all pos-
sible consequences, including chance event outcomes. DTs
are mostly applied in decision analysis and operation
research for identifying an effective strategy. On the other
hand, RF [12] and GBDTs [12] are ensemble-based tech-
niques. An ensemble technique uses multiple base
algorithms for better classification results that could be
obtained through any of the constituent base algorithm
alone. GBDT is a stochastic prediction method that repre-
sents an ensemble or collection of single regression trees
which are combined (i.e., mean) to give a final prediction.
Similarly, RF takes multiple samples of training data, creates
models for each data sample, and takes an average of these
sample models for making a better estimate of true outcome.
Finally, CNN [13] is a recently developed neural network-
based classification approach. CNNs are like traditional
neural network with neurons having learnable weights and
biases. A neuron can receive many inputs, performs a
weighted sum, and passes it to an activation function for
the final output.

This study is inspired by some recent machine learning
and deep learning-based studies in information technology,
biology, and medicine. For instance, the study of Amiri
et al. [14] employs six popular machine learning classifiers
for examining radiomic features which are based on the
computed tomography for predicting the risk of chronic kid-
ney illness, particularly in patients undergoing radiation
therapy for diseases such as abdominal cancer. Similarly,
the study of Loreto et al. [15] addresses the challenge of
discharge of patients from Intensive Care Units as ICU read-
missions are linked to unfavorable outcomes such as lengthy
expenses and high morality rates. The study shows that
improving risk stratification for identifying patients highly
susceptible of clinical deterioration might enhance the situa-
tion for chronically ill patients who are under hospital care.

This study is aimed at exploring the behavior of well-
established ML and DL-based algorithms and presents a

performance analysis of simple as well as ensemble-based
ML algorithms against convolutional neural networks on
multiple small and large datasets. The experimental setup
consisted of thirteen datasets derived from different
domains, publicly available at the repositories of UCI
and Kaggle. The classifiers are evaluated using standard
ML measures, i.e., accuracy, precision, and recall. In addi-
tion, we separately analyze the training and prediction
time of DL and other established classifiers.

The key contributions of this study are summarized as
follows:

(i) This study explores the behavior of well-established
ML and DL-based algorithms for multiclass
predictions

(ii) This study presents a performance analysis of sim-
ple as well as ensemble-based ML algorithms
against convolutional neural networks on multiple
small and large datasets

(iii) The study evaluates the performance of the classi-
fiers using statistical measures such as accuracy
and precision and concludes that gradient boosting
decision trees (GBDTs) outperform other classifiers.
This study also enlightens the researchers in
choosing a baseline algorithm or proposing an
ensemble-based technique using any of the exam-
ined classifiers

The rest of the paper is organized as follows: Section 2
presents the most relevant work to this study. Section 3 pre-
sents a brief introduction of the classifiers to be compared
and discuss their underlying techniques. Section 4 presents
the details of experimental setup including datasets and per-
formance evaluation measures. Section 5 presents the results
and discussion based on the experimental setup, and finally,
Section 6 concludes the study based on the research findings.

2. Related Works

Several studies have been proposed in literature for empiri-
cally comparing the performance analysis of different
classification algorithms. However, these studies do not fully
analyze the classifier performance on datasets with varying
attributes, types of attributes, and sizes.

In StatLog project, Caruana and Niculescu-Mizil [16]
compare the performance of nine classifiers on large-
scale datasets. The classifiers are selected from different
branches of supervised classification including symbolic
learning (using C4.5), statistics (using linear regression
(LR), NB, and k-nearest neighbor (kNN)), and neural net-
works (NN). The findings of the study indicate that the
performance of classifiers is solely dependent on the
characteristics of datasets under investigation. Class
imbalance is one of the leading reasons of performance
degradation for classifiers, even for well-established classi-
fiers such as latent Dirichlet allocation (LDA), support
vector machine (SVM), and classification trees. Traditional
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classifiers show serious deficiencies in predicting the
instances of minority class [17].

Similarly, Brown and Mues [18] empirically evaluate
the predictive power of eight supervised classifiers by grad-
ually increasing class imbalance through random under-
sampling. The results of the study prove that RF and
GBDTs perform significantly better on credit scoring data-
sets with pronounced class imbalances as compared to
other classifiers. Research identifies that in credit scoring,
data quality issues pose a challenge in scorecard develop-
ment and risk measurement. However, with specific
domain knowledge, the accuracy of credit scoring models
can be significantly enhanced [19]. In addition, the predic-
tive nature of data such that the captured characteristics
are directly associated to the customer defaulting or not
poses a serious challenge.

Surprisingly, over the past decade, DL has shown
remarkable success in various research domains of artificial
intelligence. DL-based techniques show superior perfor-
mance [20] as compared to other ML methods in areas such
as natural language processing, image, and voice recogni-
tion, among others. Luo et al. [21] present a performance
analysis of Deep Belief Networks (DBN) against popular
credit scoring methods such as LOGREG, multilayer percep-
tron (MLP), and SVM on a credit scoring dataset and iden-
tified that DBN outperforms other classifiers. However, the
experiments conducted are restricted to Boltzmann
machines only. Similarly, Sewak et al. [22] compared the
performance of deep neural networks (DNN) against RF
for malware classification using different sets of features.
Though RF shows better performance as compared to
DNN, however, the performance difference is negligible
which requires further testing on complex datasets.

On the other hand, Abellán and Castellano [23] identify
that a simple classifier with imprecise probabilities, when
used as a base classifier in an ensemble scheme, can enhance
the performance of other more complex classifiers for pre-
dicting credit risks. However, the study did not specify a
standard criterion for selecting a base classifier. In this con-
text, Lessmann et al. [24] proposed an ensemble-based
approach which creates various noise-free balanced seg-
ments from large-scale raw datasets and builds multiple clas-
sifiers on these segments using a specific classification
technique. The model combines results from multiple classi-
fiers using specific ensemble rules. The results of the study
from forty-six imbalanced datasets identify that the ensem-
ble rule MaxDistance performs better with data balancing
methods of SplitBal and ClusterBal as compared to other
ensemble rules. In addition, the proposed ensemble-based
approach outperforms the conventional external data balan-
cing methods.

In addition to proposing a novel ensemble approach, a
review of relevant literature identifies several studies which
present a performance analysis of existing ensemble-based
techniques. The work of Lorena et al. [25] identifies that
RF shows better performance as compared to other classi-
fiers through modelling the potential distribution of plant
species using nine supervised ML classifiers. Each classifier
extracted a different representation of relations between the

distribution profile of plant species and environmental con-
ditions. However, performance analysis was based only on
image data with no multiclass attributes. Li et al. [26] inves-
tigate the performance of DTs, RF, and SVM. The authors
have modeled the potential distribution of various local for-
est communities in New York State’s Huntington Wildlife
Forest (HWF). The results of the study indicate that RF
and SVM produce better multitemporal predictions as com-
pared to DTs. In addition, RF and SVM reflect changes in
forest type much more effectively. On the other hand, Macià
and Bernadó-Mansilla [27] presented the design of a mind-
ful repository with properly characterized ML datasets.
Consequently, the design of the repository lays the founda-
tion of a well-supported methodology which can effectively
assess a learner and provides a rich set of artificial
benchmarks.

Similarly, automatic extraction of keywords is significant
for text mining, information retrieval, and natural language
processing. The study of Onan et al. [28] empirically ana-
lyzes effectiveness of the statistical keyword extraction
approaches in conjunction with the ensemble learning
methods. On the other hand, the study of Onan [29]
proposed a recurrent neural network-based approach for
opinion mining on instructor review database using an
ensemble of classical text representation and word-
embedding schemes. The results show the superiority of
deep learning-based techniques over conventional machine
learning-based algorithms. In sentiment analysis, sarcasm
is a form of nonliteral language where users usually express
negative emotions by using words having positive literal
meanings. The study of Onan [30] presents a deep
learning-based model for detecting sarcasm by comparing
the predictive performance of topic-based word-embedding
schemes against conventional word-embedding approaches.
In addition, the study incorporates several implicit and
explicit word-embedding-based features. Similarly, in their
study [31], Onan and Toçoğlu presented an inverse
gravity-based term weighted framework of word embedding
with trigrams. The study assigns higher priority to critical
words by considering word-ordering information. In addi-
tion, the authors introduce a three-layered architecture
based on an efficient stacked bidirectional memory scheme.
Finally, the study of Onan [32] presented supervised hybrid
clustering that is based on k-means and cuckoo search algo-
rithm for partitioning data samples from each class into
different clusters resulting in higher diversity of training
subsets.

Diagnostic classification of fatal diseases such as cancer
can greatly improve the surveillance and treatment proce-
dures for patients. The study of Ma et al. [33] proposed an
extreme gradient boosting-based classification model by
employing dense multiomics data for segregating early and
late stages of cancer. On the other hand, predicting PPI (pro-
tein-protein interaction) sites can be significant for getting
an insight into the biological activity. The study of Wang
et al. [34] proposes a machine learning algorithm that
employs eXtreme gradient boosting enhancing the predic-
tion of PPI sites and alleviating heavy expenses associated
with running costly and time taking biological experiments.
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3. Performance Analyses of ML Algorithms

This study is aimed at presenting the performance analysis
of well-established ML techniques against newly developed
DL-based algorithms for multiclass prediction; thereby
assessing to what extent these classifiers are affected by
increasing the complexities of the datasets in terms of size,
attributes, and types of attributes. A brief explanation of
each of the techniques applied in this study is given in the
following.

3.1. Machine Learning-Based Classifiers. ML-based
algorithms range from classic Naive Bayes (NB) to
ensemble-based decision trees (DTs), random forest (RF),
and gradient boosted trees (GBDTs).

3.1.1. Naïve Bayes (NB). Naïve Bayes (NB) is a supervised
ML technique which uses probabilistic Bayesian rule for
classification. The probabilistic rule allows representing
the uncertainty about the model by determining the prob-
abilities of outcome. Given the class label, NB assumes
that the features of a dataset are conditionally indepen-
dent. In [35], the Bayes theorem is given as

PðÞ = PðÞP hð ÞP Dð Þ, ð1Þ

where PðhÞ and PðDÞ are prior probabilities of hypothesis
h and training data D, respectively. On the other hand,
Pðh/DÞ represents probability of hypothesis h given the
training data D. Similarly, PðD/hÞ represents the probabil-
ity of training data D given the hypothesis h. NB is among
the most practical models because of speed and space effi-
ciency. It is widely used in text classification, diagnostic,
and predictive problems. However, in datasets where the
features are not conditionally independent, such as gene
expression data due to coregulation, NB suffers
performance deficiencies.

3.1.2. Decision Trees (DTs). A DT generates a tree struc-
tured decision rule from a large input sample and extracts
knowledge to classify the sample input into one of its
possible classes. The existing literature presents various
DT-based algorithms. However, this paper uses C4.5 as
the underlying DT algorithm for classifying the input
datasets. C4.5 [36] is an extended version of Iterative
Dichotomiser 3 (ID3). ID3 starts from the given set of
attributes (S) as the root node. And, for each of the itera-
tions, it computes the information gain and entropy of
every unused attribute of the set (S). The attributes with
maximum information gain (or minimum entropy) are
selected, and the set (S) is partitioned based on the
selected attributes resulting in subsets of data. The
algorithm continues by considering only the attributes
never selected before on the subsets of data and stops
when there are no more attributes left for selection or each
element in the subset belongs to same class thereby turn-
ing into a leaf node. ID3 is based on greedy search. Using
the concept of information gain, ID3 selects a test and

avoids other possible choices. Information gain is
computed as in [36]

Gain S, Að Þ = entropy Sð Þ −〠
v

Svj j
Sj j entropy Svð Þ, ð2Þ

where S represents the training set, A indicates a specific
attribute, v denotes all possible values of attribute A, and
jSj and jSvj are number of elements in S and Sv , respec-
tively. Similarly, C4.5 works in the same manner as ID3.
However, the splitting is based on normalized information
gain (NIG) which effectively solves overfitting problem.
DTs offer many advantages such as the ability to classify
numerical, nominal, and textual input types. DTs can
handle datasets with missing values and are available in
different data mining packages or platforms.

3.1.3. Gradient Boosted Trees (GBDTs). Gradient boosting
[37, 38] is an ensemble approach for classification and
regression problems, which employs forward-learning
mechanism. GBDT produces a prediction result through
an ensemble of weak prediction models, mostly decision
trees. Weak learners are iteratively integrated into a single
and strong prediction model. The algorithm begins by train-
ing a decision tree where each observation is given an equal
weight. After evaluating the first tree, the weights are
increased for those observations which are difficult to clas-
sify and decreased for the observations which can be easily
classified. The second tree is grown upon the improved pre-
dictions of the first tree and computes the classification error
from this 2-tree ensemble model. Similarly, the algorithm
continues to grow a third decision tree for predicting the
revised residuals. This process continues to repeat for a spec-
ified number of iterations. Therefore, the final prediction of
GBDT is based on the weighted sum of predictions made by
the previous trees resulting in improved classification of
observations which are not well classified earlier. Gradient
boosting can be easily explained in terms of least-squares
regression setting where the aim is to “teach” a model F
for predicting values of the form ŷ = FðxÞ by minimizing
mean square error given as

Mean square error = 1
n

ŷi − yið Þ2, ð3Þ

where i is an index over some training dataset of size n and y
is the response or output variable. At each iteration m such
that 1 ≤m ≤M, it is assumed that there exists some weak
learner Fm and each subsequent learner Fm+1 is an improve-
ment to its predecessor Fm by adding an estimator h given as
in [38]

Fm+1 xð Þ = Fm xð Þ + h xð Þ: ð4Þ

In [38], we can also find the perfect value of h:

Fm+1 xð Þ = Fm xð Þ + h xð Þ = y ð5Þ
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or equivalently,

h xð Þ = y − Fm xð Þ: ð6Þ

Finally, GBDTs fit h to the remaining y − FmðxÞ. These
remaining or residuals for a given model FðxÞ represent
the negative gradients of squared error loss function given
as under

Squared error loss function =
1
2

y − F xð Þð Þ2: ð7Þ

Therefore, GBDTs are, in fact, gradient descent func-
tions. Gradient boosting is simple and effective, particularly,
for learning nonlinear functions. One of the biggest advan-
tages of GBDTs is that it decreases human interpretability.
However, GBDTs take longer time to produce classifier
outcome.

3.1.4. Random Forest (RF). Random forest (RF) consists of
multiple DTs which operate as an ensemble [12]. Each indi-
vidual tree in RF produces a class prediction, and the class
with maximum votes is selected as the model’s prediction.
The algorithm performs an implicit feature selection using
a small subset of “strong variables” which leads to superior
performance on high-dimensional data [39]. The results of
feature selection can be visualized through Gini index [40]
which indicates the importance or feature relevance.

Gini index measures an attribute’s impurity with respect
to each class. At each node within binary trees of the random
forest, the optimal split is achieved using Gini impurity
which is computationally efficient as compared to entropy.
Gini impurity measures how well a potential split is separat-
ing samples of the two classes at a particular node. In
addition, Gini impurity indicates the frequency of selecting
a specific feature for a split and the extent of its overall dis-
criminative score for the given classification problem. Let T
be a given training dataset, selecting an attribute at random
and checking whether it belongs to some class Ci; Gini index
is computed as in [40]

〠〠
j≠i

f Ci, Tð Þ
Tj j

� �
f Ci, Tð Þ

Tj j
� �

, ð8Þ

where ð f ðCi, TÞÞ/jTj represents the probability with which
the selected attribute belongs to the class Ci. RF selects the
best feature among the random subset of features while split-
ting a node, and it has only two parameters to adjust, i.e.,
number of variables in a random subset at each node and
number of DTs in the forest. RF has many advantages over
other ensemble methods. It works well for a large range of
items and shows less variance as compared to a single DT.
In addition, RF are flexible and output higher accuracy even
without scaling of data. However, generating RF is much
harder and time-consuming as it requires more computa-
tional resources.

3.2. Deep Learning-Based Classifiers. Conventional ML
methods are limited in their ability for processing natural

data in raw form. DL-based methods are representation
learning methods which allow a machine to be fed with the
raw data and automatically discover the representations
required for classification. In addition, DL exploits simple
but nonlinear modules for transforming the representation
at raw input level into a representation at higher or abstract
level. Several deep learning techniques have been developed
so far; however, this study analyzes only convolutional neu-
ral network (CNN) given as follows.

3.2.1. Convolutional Neural Network (CNN). DL has proven
to be an outstanding classification technique in image/
speech recognition and other relevant applications [13].
The classification process in DL begins by training large
multilayer neural networks (MLPs), also called deep neural
networks (DNN). MLPs are, in fact, feedforward networks
which are trained with standard backpropagation algorithm.

Currently, several DL-based techniques have been pro-
posed. However, this paper employs convolutional neural
network (CNN) which is a type of DNN. CNNs utilize mul-
tiple layers for multiclass predictions such as one or more
pairs of max-pooling layer, a convolutional layer, and one
or more fully connected hidden layers. These layers use neu-
rons with tanh, maxout, and rectifier functions for the
purpose of identifying a set of locally connected neurons.
CNNs continuously extract several low-level characteristics
into compressed high-level abstractions and representations.

One of the advantages of CNNs includes fewer parame-
ters and easier training as compared to other deep neural
networks. In addition, CNNs show higher accuracy using
advance features such as adaptive learning, momentum
training, rate annealing, dropout, and L1 or L2 regulariza-
tion techniques. DL has become a popular research domain
in recent years. Therefore, a comprehensive performance
analysis is required against well-established machine learn-
ing techniques. Table 1 presents a comparison between the
machine learning algorithms discussed in the study.

4. Experimental Setup

The choice of an appropriate algorithm in response to a
specific classification problem is based not only on prior
knowledge about the classifiers’ performance but also on sys-
tematic evaluation in order to replicate and generalize the
results. The recent progress in publicly available datasets
has led the machine-learning community to effectively vali-
date and share the experimental results. The experiments
were performed on Intel Quad-Core i5-82500U at 1.8GHz
with 8GB RAM, running 64-bit Windows 10 Home Edition.
The datasets were partitioned using 10-fold cross-validation.

In this study, 10-fold cross-validation technique [41] is
utilized for measuring accuracy of the classifiers. In this
setting, the training dataset is divided into ten equal-sized
subsets such that each of these ten subsets is tested using
the classifier that has been trained on the remaining nine
subsets. The advantages of tenfold cross-validation include
reduced computation cost as the process is repeated only
ten times. In addition, 10-fold cross-validation results in less
biasness as compared to other validation techniques where
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each data point is tested for exactly once and is utilized in
training (10-1) times.

4.1. Datasets. The performance analysis of the classifiers is
visualized on eleven datasets from the popular UCI [42]
and Kaggle [43] repositories. Table 2 summarizes the char-
acteristics of the datasets. The datasets can be divided into
three categories: small, medium, and large based on number
of instances and type of attributes. Datasets having less than
10,000 instances are taken as small datasets. Thus, Horse
Colic, Titanic, CTG, Spambase, and NYS Dept. of State Busi-
ness Filings fall under the category of small datasets. On the
other hand, datasets with a number of instances between
10,000 and 50,000 are considered as medium datasets.
Therefore, Avila, WHO Suicide Statistics, and Adult datasets
are categorized as medium-sized datasets. Finally, datasets
with a number of instances between 50,000 and 250,000
are taken as large datasets. The study includes TripAdvisor
Restaurant, NYS Nyserda, and Black Friday as the large
datasets.

4.2. Performance Evaluation Measures (PEMs). The perfor-
mance of the classifiers is evaluated using the widely used
confusion matrix-based metrics, namely, accuracy, preci-
sion, and recall. The confusion matrix represents the relation

between predicted values and actual values. Therefore,
accuracy, precision, and recall play a significant role in
determining an algorithm’s strength.

4.2.1. Accuracy. The accuracy of a classifier is computed as
the number of correctly predicted instances divided by total
number of predictions. In other words, accuracy is the over-
all percentage of correctly predicted values given as

Accuracy = TP + TN
TP + TN + FP + FN

, ð9Þ

where TP and TN represent true positive and true negative,
respectively. Similarly, FP and FN represent false positive
and false negative, respectively. TP and TN show that model
predictions agree with the original class values whereas FP
and FN indicate the incorrect prediction of the model as
compared to original class values.

4.2.2. Precision. Precision represents exactness, and it shows
the percentage of correctly predicted positive results (i.e.,
TP) from all positive predictions given as

Precison =
TP

TP + FP
: ð10Þ

Table 1: Comparison of ML- and DL-based classifiers.

Classifier
Underlying
methodology

Classifier
applicability

Nature of
prediction/
label class

Advantage(s) Disadvantage(s)

Naïve Bayes [35] Bayes theorem Classification Categorical

Less parameter tuning,
less data learning
requirements,

computationally fast

Conditional independence
between attributes

Decision trees [36]
Iterative

Dichotomiser 3
(ID3)

Classification,
regression

Categorical,
continuous

Simple to interpret, shows
higher accuracy

Target attribute must have
discrete values; dataset
must not have complex
and many attributes (i.e.,
imbalance); uses greedy
approach for generating
DTs; prone to overfitting

Random forest [12]

Aggregation of
(decision) trees
using bagging
with C4.5
algorithm

Classification,
regression

Categorical,
continuous

Not susceptible to
overfitting, reduces error
rate while generating DTs

Generates parallel DTs,
computationally slow on
large and complex datasets

Gradient boosted trees [37, 38]
Adaptive

boosting using
C4.5 algorithm

Classification,
regression

Categorical,
continuous

Boosting reduces error by
reducing bias and to some
extent variance sequential

tree generation with
improved learning in each

iteration

Uses shallow weak learner
trees, computationally
faster than RF, harder
parameter tuning

Deep learning [13]
Convolutional
neural networks

Classification,
regression

Categorical,
continuous

Higher accuracy
sometimes exceeds

human-level performance;
DL algorithms scale with

data; CNNs require
relatively little
preprocessing

Requires large amounts of
labeled data and

substantial computing
power
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Precision is an effective measure to determine the cost
associated with false positives. For example, detecting spam
emails, a false positive indicates the number of nonspam
emails which are identified as spam.

4.2.3. Recall. Recall answers what percent of positive cases is
predicted correctly. Recall is also referred to as the true-
positive rate given as

Recall =
TP

TP + FN
: ð11Þ

5. Results and Discussion

The section presents results of the classifiers discussed in this
study using the performance measures of accuracy,
precision, and recall. Figure 1 presents the accuracy of the
classifiers. NB shows more than 80% accuracy on the Adult
dataset and more than 60% accuracy on NYS Nysedra,
Horse Colic, CTG, and Spambase datasets. However, the
accuracy results of NB are below 50% on Avila, TripAdvisor
Restaurants Info, and Titanic datasets, respectively. A possi-
ble explanation of such behavior could be that Adult dataset
is primarily created for binary classification whereas NYS
Nysedra, Horse Colic, CTG and Spambase datasets have
multiple types of attributes and these datasets are mainly
designed for multiclassification. On the other hand, Avila
and TripAdvisor Restaurants Info are complex datasets with
several prediction classes and multiple types of attributes.
Surprisingly, NB shows lower accuracy on the Titanic data-
set. One of the key reasons is that the Titanic dataset has

different proportions of missing values in different
attributes.

The accuracy of DTs on Titanic, Spambase, and NYS
Dept. of State Business Fillings datasets is above 90%. Simi-
larly, DTs show more than 80% accuracy on the Adult
dataset and more than 70% accuracy on Horse Colic and
Black Friday datasets, respectively. However, the accuracy
of DTs is below 60% on Avila and WHO Suicide Statistics
datasets. DTs effectively analyze the statistical relationship
between a given input and output. Therefore, DTs show
higher accuracy overall as compared to NB on multiclass
datasets and datasets with missing values.

On the other hand, ensemble-based GBDTs show more
than 70% on Horse Colic and WHO Suicide Statistics data-
sets and above 80% accuracy on CTG and Adult datasets.
Similarly, the accuracy of GBDTs is above 90% on Titanic,
Spambase, Avila, and Black Friday datasets, respectively.
GBDT employs bootstrap bagging to integrate weak leaners
for overall improvement. Therefore, GBDT shows higher
accuracy as compared to DTs, particularly on complex and
multiclass datasets such as Avila.

Similarly, RF is another ensemble approach which shows
more than 90% accuracy on Titanic, Spambase, and NYS
Dept. of State Fillings datasets; more than 80% accuracy on
Adult and Black Friday datasets; and more than 70% accu-
racy on the Horse Colic dataset, respectively. However,
accuracy results are below 65% on Avila, CTG, and WHO
Suicide Statistics. While comparing with DTs, RF shows
small improvements on Avila, CTG, and WHO Suicide Sta-
tistics datasets. However, on datasets having noisy classifica-
tion or regression, RF shows overfitting tendency and in the

Table 2: Characteristics of selected datasets.

Dataset No. of attributes No. of instances Attribute types No. of prediction classes Dataset library

Small datasets

Horse Colic [42] 27 368
Categorical,
integer, real

02 UCI

Titanic [43] 12 891
Categorical,
integer, real

02 Kaggle

CTG [42] 23 2126 Real 03 UCI

Spambase [42] 57 4601 Integer, real 02 UCI

NYS Dept. of State Business Filings [43] 24 9745
Categorical,
integer

10 Kaggle

Medium-sized datasets

Avila [42] 10 20867 Real 10 UCI

WHO Suicide Statistics [43] 6 43800
Categorical,
integer

06 Kaggle

Adult [42] 14 48842
Categorical,
integer

02 UCI

Large-sized datasets

TripAdvisor Restaurant [43] 11 126000
Categorical,
integer, real

07 Kaggle

NYS Nyserda [43] 23 223000
Categorical,
integer, real

06 Kaggle

Black Friday [43] 11 234000
Categorical,
integer

10 Kaggle
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case of categorical attributes with different numbers of levels,
RF favors those attributes having more levels. This behavior
is evident on Avila, CTG, and WHO Suicide Statistics data-
sets where GBDT shows higher accuracy as compared to RF.

Finally, convolutional neural networks (CNN) show
more than 90% accuracy on the Titanic dataset; more than
80% accuracy on Horse Colic, Spambase, and Adult datasets;
and more than 70% accuracy on NYS Dept. of State Fillings
and Avila datasets, respectively. On small datasets, the per-
formance of CNN suffers as DL-based classifiers are slow
to train [44]. On the other hand, RF requires tuning of fewer

hyperparameters which makes RF a faster algorithm. There-
fore, on small datasets such as Horse Colic and NYS Dept. of
State Fillings, RF outperforms CNN in terms of accuracy.
One of the drawbacks of RF is that it often yields suboptimal
performance on large-scale datasets using the greedy
approach of tree construction [45]. Therefore, on Avila
and Black Friday datasets, RF shows lower accuracy results
as compared to CNN.

Surprisingly, GBDTs outperform all other classifiers dis-
cussed in this study in terms of accuracy, particularly, on
datasets with multiclassification and missing values. A
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Figure 1: Accuracy of the classifiers.
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Figure 2: Precision of the classifiers.
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possible explanation of such phenomena could be that
GBDTs utilize the concept of boosting to shallow the classi-
fication trees which results in model simplicity and tuning is
limited to the parameters of the gradient boosting algo-
rithms itself. GBDT performs optimization in function space
that results in flexible use of custom loss function. In addi-
tion, boosting is computationally efficient as compared to
deep learning [46–48].

Figure 2 presents the precision results of the classifiers.
NB shows more than 90% precision on Titanic, Spambase,
and WHO Suicide Statistics; more than 80% precision on
NYS Dept. of State Fillings; more than 70% precision on
CTG; and below 60% precision on the rest of the datasets.
The precision results are different from the accuracy results
as shown in Figure 1. This is because precision is indepen-
dent of accuracy and is concerned with the fraction of
positive predictions which are identified as positive in actual.
On the other hand, accuracy is simply the fraction of total
sample that is correctly identified.

The precision of DTs on Horse Colic, NYS dept. of State
Fillings, WHO Suicide Statistics, and Adult datasets is above
90%. Similarly, DTs show more than 70% precision on CTG
and Spambase datasets and below 50% precision on Titanic,
Avila, and Black Friday datasets, respectively.

It is worth mentioning that DTs show more than 90%
accuracy on the Titanic dataset. However, the precision
results of DTs on the Titanic dataset are below 40%. On
the other hand, NB shows more than 90% precision on
the Titanic dataset. However, the accuracy of NB on the
Titanic dataset is below 50%. One of the prime reasons
is that NB is a simple algorithm less prone to overfit.

On the other hand, DTs suffer from the inability to grasp
the relationship between features of the dataset and utilize
the greedy learning approach which leads to suboptimal
model [38]. Overall, DTs efficiently predict the true posi-
tives; therefore, precision results on DTs are higher on
most datasets as compared to NB.

On the other hand, GBDTs show more than 60% preci-
sion on NYS Dept. of State Fillings, TripAdvisor, and NYS
Nysedra datasets and more than 80% precision on Horse
Colic, CTG, Avila, WHO Suicide Statistics, and Black Friday
datasets. Similarly, precision results are above 90% on Spam-
base and Adult datasets. The precision results are below 50%
on the Titanic dataset. GBDTs show higher precision on
complex datasets such as Avila and Black Friday and data-
sets with missing values such as Titanic as compared to
DTs. Similarly, ensemble-based RF shows almost the same
behavior as DTs, except on Titanic and Black Friday datasets
where RF shows higher precision. Comparing with GBDTs,
RF shows lower precision results which show that GBDT
classifies the true positives efficiently as compared to RF on
complex datasets and datasets with missing values.

Finally, CNN shows more than 60% precision on Horse
Colic, CTG, NYS Dept. of State Fillings, TripAdvisor, and
Black Friday datasets. Similarly, precision results are above
90% on Titanic, Spambase, and WHO Dept. of State Fillings
datasets. However, CNN shows below 50% precision on the
Avila dataset. Comparing with RF, CNN shows mixed per-
formance results. On the Horse Colic dataset, CNN shows
significantly lower precision results. However, precision
results of CNN are significantly higher on the Spambase
dataset. Comparing with GBDTs, CNN shows significantly
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Figure 3: Recall score of the classifiers.
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lower overall precision which indicates that GBDTs can
output higher precision as compared to CNN on large, mul-
ticlass datasets.

Figure 3 presents the recall of the classifiers. The recall of
NB, DTs, GBDTs, RF, and CNN is almost similar to their
precision results as shown in Figure 2. A possible explana-
tion of this phenomenon is that both precision and recall
are concerned with correctly identified positive predictions.
The difference lies in that in precision, the correctly
identified positive predictions are from the total positive pre-
dictions whereas in recall, the correctly identified positive
predictions are from actual positive values. Overall, GBDTs
shows higher recall as compared to other classifiers. DTs
show more than 90% recall on Horse Colic, NYS Dept. of
State Fillings, WHO Suicide Statistics, and Adult datasets.
The recall is above 60% on Spambase, TripAdvisor, and
NYS Nyserda datasets. However, the classifier shows below
40% recall on Avila and Titanic datasets, respectively. The
recall results of DTs are almost similar to the precision
results on the datasets analyzed in this study.

The recall of GBDTs on Spambase and Adult datasets is
above 90%. The classifier shows more than 80% recall on
Horse Colic, Avila, WHO Suicide Statistics, and Black Friday
datasets. On NYS Dept. of State Fillings, TripAdvisor, and
NYS Nyserda, the recall is above 60%. However, GBDTs
shows below 50% recall on the Titanic dataset. The recall
results of GBDTs are nearly similar to its precision on the
datasets discussed in this study.

RF shows nearly similar recall results as precision on the
datasets used for experimental setup. For instance, on Horse
Colic, Titanic, NYS Dept. of State Fillings, WHO Suicide
Statistics, and Adult datasets, the recall is above 90%; more
than 60% recall on CTG, Spambase, Trip Advisor, and
NYS Nyserda datasets; and below 40% recall on the Avila
dataset, respectively.

Similarly, the recall results of CNN are almost similar to
its precision results on the datasets tested. For example, on
Titanic, Spambase, and WHO Dept. of State Fillings data-
sets, the recall is above 90%. CNN shows more than 60%
recall on Horse Colic, CTG, NYS Dept. of State Fillings, Tri-
pAdvisor, and Black Friday datasets. On the other hand,
recall is below 50% on the Avila dataset. As the ML-based
NB and DTs, ensemble-based GBDTs and RF and DL-
based CNN show nearly similar recall results; therefore, the
recall of GBDTs is higher than that of the other classifiers.

6. Conclusions

The study presents a state-of-the-art comparative analysis of
machine learning and deep learning-based algorithms for
multiclass prediction. The study can serve as a guideline
for new researchers in selecting a baseline algorithm or
proposing an ensemble-based technique using any of the
classifiers examined in this study. The study evaluates the
performance of the classifiers using statistical measures such
as accuracy, precision, and recall and shows that gradient
boosting decision trees (GBDTs) outperform other classifiers
discussed in this study. Similarly, decision trees (DTs) show
significantly better performance as compared to classic

Naïve Bayes (NB). On small datasets, random forest (RF)
shows higher accuracy, precision, and recall scores as com-
pared to convolutional neural networks (CNN). However,
on large and regression-based datasets, CNN outperforms
RF. The results show that DTs and RF suffer serious perfor-
mance issues in the case of large and complex datasets due to
the underlying greedy approach and overfitness. In the
future, we plan to extend this work to include other classi-
fiers and evaluate their performance on significantly large
text datasets and image data.

In future work, we plan to apply diverse deep learning
(DL) algorithms on larger datasets in addition to the datasets
mentioned above. We plan to compare the performance of
DL algorithms such as Long Short-Term Memory Networks,
Recurrent Neural Networks, and Generative Adversarial
Networks using multiple evaluation metrics.

Data Availability

Since the funding project is not closed and related patents
have been evaluated, the simulation data used to support
the findings of this study are currently under embargo, while
the research findings are commercialized. Requests for data,
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considered by the corresponding author.
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