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BeiDou Navigation Satellite System (BDS) has provided high-precision, reliable positioning, navigation, and timing services
anywhere in the world since the end of 2020. However, the positioning performance of BDS does not behave well like the
other global navigation satellite systems (GNSS) in the transition areas indoor and outdoor, particularly in container ports,
because the navigation signals are blocked and reflected by containers. In order to solve the above problem, as the pulse radio
ultra-wideband (UWB) has the characteristics of high positioning accuracy, high multipath resolution, large bandwidth, and
high communication rate, it is used as the Beidou auxiliary system, and the two are combined. In addition, the positioning
algorithm greatly affects BDS/UWB integrated positioning performance. The single Newton iterative least square (LS)
positioning algorithm does not take into account the continuity of position in time, leading to disordered positioning results
and large positioning errors. For obtaining high positioning accuracy, the Kalman filter (KF) is introduced to process the
output results of the LS algorithm, and a fusion localization algorithm of the Newton iterative least square and Kalman filter
(LS-KF) with adaptive Kalman gain is proposed in this paper. The fusion algorithm can solve effectively the problem that the
Kalman gain approaches a stable state after multiple observation epochs, resulting in a constant ratio between the predicted
and the measured states. Besides, the algorithm can be used to assess the confidence of each measurement state, determine the
Kalman gain adaptive adjustment factor according to the obtained confidence, and further adjust the Kalman gain through the
adaptive factor. Theoretical analysis and simulation results show that the proposed algorithm can improve the overall
positioning accuracy and anti-interference ability.

1. Introduction

The BeiDou Satellite Navigation System (BDS) has become the
third fully operational international navigation satellite system
providing positioning services since 30 BDS-3 satellites were
launched in 2020 [1]. Just like other Global Navigation Satellite
Systems (GNSS), the BDS is widely used inmany fields, such as
road engineering, automobile navigation, andmany other out-
door applications [2] for positioning and navigation. Besides
the outdoor location-based service, there is exuberant demand
for indoor positioning. However, the BDS is difficult to posi-
tion indoors due to signal blockage and reflection, which leads
tomultipath interference and the difficulty of non-line-of-sight

(NLOS) signal reception [3, 4]. From a technological point of
view, researchers have proposed a wide variety of solutions
(WiFi, UWB, Bluetooth, Zigbee, etc.) for indoor positioning
in search of improved performance in various application sce-
narios [5]. In the literature, technologies for indoor positioning
have been widely analyzed, classified, applied, and evaluated
[6–9]. It is necessary to investigate how to realize high preci-
sion and continuity for seamless positioning in transitional
scenarios between outdoors and indoors, such as hospitals,
amusement parks, museums, and container terminals (as
shown in Figure 1). Through the above analysis, the tightly
coupled combination navigation is an effective method for
seamless positioning in different scenarios.
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Many technologies can provide auxiliary positioning for
BDS, and we should select the appropriate auxiliary solution
according to specific performance indicators such as the
positioning accuracy, range of action, anti-interference abil-
ity, and multipath resistance for port containers. The WiFi
can be used as an auxiliary system for the BDS positioning
system to form a BDS/Wireless Local Area Network
(WLAN) co-location system. However, the anti-
interference ability of WLAN signals is not suitable for a
port container with such interference, and it is generally
used as a method of indoor positioning [10–12]. A cellular
network has the advantage of wide coverage and can be used
as an auxiliary system for BDS [13]. However, the position-
ing accuracy of the cellular network is usually above the m
level [14]. For the high-precision positioning requirements
of port containers, the positioning accuracy must be below
the m level. The Zigbee auxiliary positioning system has
the advantages of low cost and low power consumption
[15], but the poor stability of the Zigbee signal cannot mean
that it cannot be used to assist the BDS system in positioning
the port container [16]. Pseudo-satellite is a kind of equip-
ment that is similar to a satellite but built on the ground
[17]. It can be used as an enhanced system of GNSS and
has good development prospects [18]. Among the many
auxiliary methods, IR-UWB performs particularly well
[19]. It has strong anti-multipath performance and an ability
to penetrate obstacles to realize wireless positioning require-
ments for users in complex environments [20]. At the same
time, due to its wide bandwidth and narrow pulse time with
nanosecond time resolution, it is theoretically possible to
achieve centimeter-level high-precision positioning [21].

The fusion of GNSS and UWB has been studied by many
scholars, but little research has been carried out for position-
ing algorithms that are specific to high-precision single-
point positioning requirements such as port containers.
The GNSS positioning result can be directly integrated with
the UWB positioning result, but this fusion belongs to coarse
fusion without the real tight coupling processing of GNSS/
UWB [22–24]. Robust Kalman filters can be used to fuse
GNSS, UWB, and INS data, using adaptive robust Kalman
filtering algorithms to process updated observation equa-
tions in tightly coupled GPS/UWB/Inertial Navigation Sys-
tem (INS) integrated positioning equations [25, 26].
However, because an INS needs to measure data such as
the velocity and acceleration of an object, the addition of
INS is not suitable for handling the positioning of stationary
objects such as containers [27]. The weighted fusion local-
ization algorithm can be used to solve the comprehensive
observation equations for GPS and UWB. However, this
method cannot be used to achieve high-precision position-
ing using weighting [28]. The positioning error of this

method is basically above 1m. The federal Kalman filter
algorithm can be used to perform GPS and UWB subsystem
data fusion, but the federal Kalman filter algorithm requires
a more accurate initial estimation position to achieve con-
vergence [29, 30]. A Newton iteration-LS localization algo-
rithm can be used to solve the BDS/UWB comprehensive
observation equations. However, because this algorithm
does not consider the correlation of the before and after
positions, the positioning error of the algorithm is large.

UWB has many advantages in positioning. Therefore, in
this paper, UWB pseudolite is used as an auxiliary position-
ing system for BDS, and the BDS/UWB co-location system is
used to realize the positioning of a port container. The New-
ton iteration-LS positioning algorithm does not require
accurate initial position estimation. After several iterations,
the user’s position can be solved. However, the algorithm
has a large error. Therefore, in this paper, the Kalman filter
is used to filter the Newton iteration-LS positioning result
to obtain a higher precision position. Because our position-
ing target is a static port container, the covariance for the
system noise when building the Kalman model will be much
smaller than the covariance of the solution error for the
Newton iterative least squares method. This results in a very
small value for the Kalman gain after multiple observations
of the epoch, which means that each observation vector
plays a very low role in the later observation epoch. This will
lead to the subsequent observation epoch data being mean-
ingless, and will not reflect the role of the measurement data
under the current observation epoch in real-time. This is not
the result we want. Therefore, this paper uses the improved
Kalman gain adaptive Kalman filter to solve this problem
and uses the new Kalman gain adaptive LS-KF positioning
algorithm to solve the BDS/UWB comprehensive observa-
tion equation.

The rest of this paper is organized as follows. Section 2
mainly introduces the BDS/UWB co-location system,
including the UWB base station deployment location and
BDS/UWB comprehensive observation equations. A new
Kalman gain adaptive LS-KF fusion localization algorithm
is proposed in Section 3. Simulation results are discussed
in Section 4. Finally, we conclude the paper in Section 5.

2. Bds/Uwb co-Location System

The frame of the BDS/UWB co-location system used to meet
the demand for precise positioning of port containers in this
paper is shown in Figure 2. A comprehensive processor is
placed on each container which needs to be positioned, the
comprehensive processor can receive the BDS signal and
parse the received satellite coordinates and pseudoranges
carried by the BDS signal and then transmit the information
to the data processing center. At the same time, the compre-
hensive processor on the container can also transmit the
UWB signal, and each UWB base station will receive the
UWB signal from the port container and parse the distance
information. The distance information is then forwarded to
the data processing center so that the data processing center
receives the positioning information from both the BDS and
UWB systems. The data processing center is the core of the

Figure 1: The complex environment of a container terminal.
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BDS/UWB co-location system which contains the corre-
sponding fusion processing algorithm. To obtain the high-
precision position information that we need for the port
container, the data processing center will perform a series
of processes on the received information, including screen-
ing, culling, and fusion and position solving [31].

2.1. Position of the UWB Base Station. In satellite navigation
and positioning, there are many methods for assessing the
distribution of constellations and estimating the accuracy
of positioning. Geometric dilution of precision (GDOP) is
one of the more commonly used indicators, which is intui-
tive and easy to measure. As shown in Figure 3(a), when
the satellites are concentrated in one line or on a straight
line, the geometrical distribution is poor, and the corre-

sponding GDOP is large, which may lead to a large position-
ing error. In Figure 3(b), the satellites are distributed around
the user. In this case, the geometric distribution is better, and
the corresponding GDOP value is smaller, which will
improve the positioning accuracy accordingly [32].

The accuracy of satellite navigation and positioning can be
described by the error of the original observation and the
GDOP of the satellite. Improving the geometrical distribution
for navigation satellites is the key to improving positioning
accuracy under the same accuracy for navigation satellite
observations. UWB is an auxiliary satellite position system
that minimizes the GDOP of a co-location system by improv-
ing the geometric distribution of the satellites, thereby achiev-
ing the purpose of improving positioning accuracy. The
placement, number, and geometric distribution of UWB base

UWB base station

UWB base station

UWB base station

UWB information data BDS information data

Data processing center

Fusion positioning algorithm
System terminal equipment

UWD signal
BDS signal

Port container targets

Figure 2: BDS/UWB co-location system schematic diagram.
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Figure 3: Satellite geometric distribution.
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stations have a huge impact on the performance of a BDS/
UWB co-location system. The reasonable placement of the
UWB base station can enhance the geometric strength of the
satellite navigation systemandhas a great effect on the reliabil-
ity, ambiguity accuracy, and positioning accuracy of the BDS/
UWB co-location system. We deploy the UWB base stations
according to the principle of minimum GDOP, as shown in
Figure 4.

The positioning error for the co-location system will
vary with the geometric distribution. If the GDOP for the
system can be reduced, the positioning accuracy can be
improved. The GDOP can be expressed as follows:

GDOP =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trace HTH

� �−1q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d11 + d22 + d33 + d44

p
, ð1Þ

D = HTH
� �−1 =

d11 d22 d13 d14

d21 d22 d23 d24

d31 d32 d33 d34

d41 d42 d43 d44

2
666664

3
777775
: ð2Þ

where d11, d22, d33, and d44 are the diagonal elements of the
matrix D and H is the location information matrix. It can be
seen from Equation (1) and (2) that GDOP is completely
determined by the matrix H. The matrix H contains the unit
vectors for the various navigation satellites, so the angle
between these unit vectors is related to the GDOP. The
GDOP is a composite quantity that represents the influence
of the geometric distribution of the navigation satellites on
the position and clock.

Suppose ðx0, y0, z0Þ is a known point and ðxi, yi, ziÞ is the
position of the i-th satellite. The distance between this point
and position can be represented as follows:

d0
i =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x0 − xið Þ2 + y0 − yið Þ2 + z0 − zið Þ2

q
: ð3Þ

The matrix H in Equation (2) can be expressed as fol-
lows:

H =

hx1 hy1 hz1 1

hx2 hy2 hz2 1

⋮ ⋮ ⋮ ⋮

hxns hyns hzns 1

2
666664

3
777775
: ð4Þ

The expression for hxi, hyi, and hzi is given in Equation
(5):

hxi =
x0 − xið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x0 − xið Þ2 + y0 − yið Þ2 + z0 − zið Þ2
q ,

hyi =
y0 − yið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x0 − xið Þ2 + y0 − yið Þ2 + z0 − zið Þ2
q ,

hzi =
z0 − zið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x0 − xið Þ2 + y0 − yið Þ2 + z0 − zið Þ2
q :

ð5Þ

According to the mathematical model shown in the
above formula, the GDOP at a certain destination node
can be obtained to determine the geometric configuration
for a satellite at that time. In this paper, simulation is used
to determine to the UWB base station location that gives
the smallest GDOP for the BDS/UWB co-location system,
which is the best location for the UWB base station [33–35].

2.2. Comprehensive Observation Equations for BDS/UWB.
The pseudorange observation equation for BDS can be
denoted as follows:

ρ nð Þ = r nð Þ + c ⋅ δt − c ⋅ δt nð Þ + I nð Þ + T nð Þ + ε nð Þ, ð6Þ

where n is used to express the n-th BDS satellite; ρðnÞ

indicates the BDS pseudorange measurement; δtðnÞ is the
satellite clock difference, which can be compensated by cor-
rection technology; IðnÞ is the ionosphere error, which can be
compensated by establishing an ionosphere model; TðnÞ is
the troposphere error, which can be compensated by estab-
lishing a troposphere model; and εðnÞ represents the mea-
surement noise of the receiver and other compensation
processing noise types [36, 37].

Some of the data in Equation (6) can be calculated by
modeling or some other method, so we can define the cor-
rected pseudorange measurement ρðnÞc to be

ρ nð Þ
c = ρ nð Þ + c ⋅ δt nð Þ − I nð Þ − T nð Þ: ð7Þ

The corrected pseudorange observation equation is

r nð Þ + c ⋅ δt = ρ nð Þ
c − ε nð Þ: ð8Þ

Assess the distribution of
the constellation GDOP Position of the UWB base

station

Minimum

Figure 4: Layout principle of UWB base station.
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As shown in Figure 5, ρðnÞ in Equation (6) is the geomet-
ric distance from the receiver to the satellite n:

r nð Þ = x nð Þ − x
��� ��� =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x nð Þ − x
� �2 + y nð Þ − y

� �2 + z nð Þ − z
� �2q

,

ð9Þ

where x = ½x, y, z�T is the unknown receiver coordinate vec-

tor and xðnÞ = ½xðnÞ, yðnÞ, zðnÞ�T is the position coordinate vec-
tor of the n-th BDS satellite. Pseudorange measurement
error εðnÞ is an error that cannot be compensated. This error
will always be carried in the observation equation. We can
omit εðnÞ from the observation Equation (8): Then, the
BDS positioning solution is actually in the process of solving
the following nonlinear equations:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x 1ð Þ − x
� �2 + y 1ð Þ − y

� �2 + z 1ð Þ − z
� �2q

+ c ⋅ δt = ρ 1ð Þ
c ,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x 2ð Þ − x
� �2 + y 2ð Þ − y

� �2 + z 2ð Þ − z
� �2q

+ c ⋅ δt = ρ 2ð Þ
c ,

⋮ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x Nð Þ − x
� �2 + y Nð Þ − y

� �2 + z Nð Þ − z
� �2q

+ c ⋅ δt = ρ Nð Þ
c :

8>>>>>>>><
>>>>>>>>:

ð10Þ

Each of the equations in Formula (10) corresponds to a
pseudorange observation for a visible satellite. In the above
nonlinear equations, the position coordinates ðxðnÞ, yðnÞ, zðnÞ
Þ for each satellite can be calculated according to their
respective forwarded ephemeris. The corrected pseudorange
ρðnÞc is measured by the receiver. Therefore, the unknowns in
the equations are only the position coordinate ðx, y, zÞ of the
receiver and the clock difference δt of the receiver. There are
four unknowns in this equation group that need to be
solved, so at least four equations are required before the
positioning solution can be completed. It is difficult to
observe four BDS satellites from a complex environment
such as a port container, and it is impossible to solve the
problem separately with the BDS system. It is necessary to
add the auxiliary observation equation for UWB.

For the UWB positioning subsystem, its positioning
principle is similar to that for the UWB pseudo-satellite.
Firstly, the layout location for UWB is determined according
to the principle of minimum GDOP, and a correction tech-
nique of clock difference is needed to correct the clock differ-
ence of the UWB pseudo-satellite, and then the observation
equation for the UWB subsystem can be established accord-
ing to the time of arrival (TOA) positioning mode. The
propagation of the UWB signal does not involve interference
of the troposphere and ionosphere, so the observation equa-
tion for the UWB pseudo-satellite can be described as fol-
lows [38, 39]:

ρ jð Þ = r jð Þ + c ⋅ δt − c ⋅ δt jð Þ + ε jð Þ, ð11Þ

where ρðjÞ is the pseudorange for the UWB pseudolite and
δtðjÞ is the clock difference for the corrected UWB pseudo-
lite. When UWB and BDS satellites perform integrated posi-
tioning together, the UWB measurement is much larger
compared to other satellites due to the relatively large clock
deviation of UWB. Therefore, before BDS/UWB integrated
positioning, the clock offset for UWB must be calculated
and then corrected and compensated. Suppose UWB is
deployed at a known point ðxðJÞ, yðJÞ, zðJÞÞ and can receive
signals from BDS satellites. Then from UWB to BDS, satel-

lite pseudorange observation ρðnÞUWB−BDS and the BDS satellite
clock error δtðnÞ can obtain the UWB clock error δtðjÞ. The
formula is calculated as follows:

ρ
nð Þ
UWB−BDS = d nð Þ

UWB−BDS + c ⋅ δt jð Þ − c ⋅ δt nð Þ: ð12Þ

In this formula, dðnÞUWB−BDS is the distance between the
UWB base station and the n-th BDS satellite. After the
UWB clock error δtðjÞ is obtained in this way, it can be cor-
rected and compensated. The UWB and the BDS systems
share the same clock after the UWB clock is compensated.
The corrected UWB observation equation is given by

r jð Þ + c ⋅ δt = ρ jð Þ
c − ε jð Þ: ð13Þ

Satellite n

z
(n) – z

y(n) – y

x(n) – x

r(n)

Receiver

Z

Y

X

Figure 5: Observation vector pointing from the receiver to the satellite.
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Similarly, we can obtain the observation equations for
the UWB pseudolite-assisted positioning system as follows:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x 1ð Þ − x
� �2 + y 1ð Þ − y

� �2 + z 1ð Þ − z
� �2q

+ c ⋅ δt = ρ 1ð Þ
c ,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x 2ð Þ − x
� �2 + y 2ð Þ − y

� �2 + z 2ð Þ − z
� �2q

+ c ⋅ δt = ρ 2ð Þ
c ,

⋮ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x Jð Þ − x
� �2 + y Jð Þ − y

� �2 + z Jð Þ − z
� �2q

+ c ⋅ δt = ρ Jð Þ
c :

8>>>>>>>><
>>>>>>>>:

ð14Þ

Therefore, for the observation equation for the UWB
pseudolite-assisted positioning system, the unknowns to be
solved are the three-dimensional coordinates ðx, y, zÞ of the
positioning target and the clock difference δt of the receiver.

ρ nð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x nð Þ − x
� �2 + y nð Þ − y

� �2 + z nð Þ − z
� �2q

+ c ⋅ δt − c ⋅ δt nð Þ + I nð Þ + T nð Þ + ε nð Þ

⋮

ρ jð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x jð Þ − x
� �2 + y jð Þ − y

� �2 + z jð Þ − z
� �2q

+ c ⋅ δt − c ⋅ δt jð Þ + ε jð Þ

8>>><
>>>:

:

ð15Þ

In order to establish the comprehensive observation
equations for the BDS/UWB co-location system, we can
combine the pseudorange observation equations for the
BDS and UWB subsystems, as shown in Formula (15).

The corrected BDS/UWB comprehensive observation
equation is derived as follows:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x 1ð Þ − x
� �2 + y 1ð Þ − y

� �2 + z 1ð Þ − z
� �2q

+ c ⋅ δt = ρ 1ð Þ
c ,

⋮ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x Nð Þ − x
� �2 + y Nð Þ − y

� �2 + z Nð Þ − z
� �2q

+ c ⋅ δt = ρ Nð Þ
c ,

⋮ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x Jð Þ − x
� �2 + y Jð Þ − y

� �2 + z Jð Þ − z
� �2q

+ c ⋅ δt = ρ Jð Þ
c :

8>>>>>>>>>><
>>>>>>>>>>:

ð16Þ

The BDS/UWB integrated observation equation is a set
of overdetermined nonlinear equations. Its solution mainly
involves the use of the improved LS-KF positioning algo-
rithm described below, which will be discussed in detail in
the next section.

3. Kalman Gain Adaptive LS-KF Fusion
Localization Algorithm

The data processing center is the core of the BDS/UWB co-
location system. Its working principle is shown in Figure 6.
The data processing center will receive data from both the
BDS subsystem and the UWB subsystem. For the BDS sub-
system, the data processing center receives pseudorange
information and the respective satellite coordinates. For
the UWB subsystem, the data processing center receives
the location coordinates from the UWB base station and
the ranging information. Firstly, the data processing center
performs performance evaluation using the received data
and performs processing such as culling, correction, and
compensation for the received data and then establishes
BDS/UWB comprehensive observation equations by using
the method described in the previous section. Next, the com-
prehensive observation equations are solved by the position-
ing algorithm embedded in the data processing center. In
this way, the data processing center continuously outputs
its positioning results for the target positioning point along
with the input of the observation information data.

The Newton iterative LS algorithm can be used to obtain
the solution to the comprehensive observation equations.
The advantage of this algorithm is that it does not need to
know the initial position. Even if the initial position is set
to zero, the solution can be solved after several iterations.
The disadvantage is that the solution result is rough, and
the correlation between the before and after moments is
not correlated. The Kalman filter localization algorithm
can also be used to solve the comprehensive observation
equations. The advantage of this is that the results from
the solution for the front and back time are correlated, and
the correlation of the position information can be used to
improve the positioning accuracy. Because both the Newton
iterative LS positioning algorithm and Kalman filter

Navigation message

Data processing centre input Data processing centre

BDS pseudorange
and coordinates

UWD distance
information

and coordinates

Pseudorange compensation,
detection, rejection, etc.

Out target coordinates

Network iteration
least squares

Adaptive
Kalman filter

Figure 6: The flow diagram of data processing center.
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localization algorithm have their own advantages and disad-
vantages, this paper cascades these two algorithms. First, the
Newton iteration LS positioning solution is performed, and
then the Kalman filter is used to filter the Newton iteration
LS positioning result so that the target’s position coordinates
can be obtained quickly and accurately. Based on the LS-KF
localization algorithm, the Kalman filter algorithm is
improved in this paper. In the improved algorithm, the Kal-
man gain is adaptively adjusted by the reliability of the LS
positioning result. The improved Kalman gain adaptive LS-
KF algorithm can effectively improve the positioning accu-
racy of the LS-KF algorithm.

The data processing center is the core part of the BDS/
UWB co-location system, and the fusion localization algo-
rithm solving the BDS/UWB integrated observation equa-
tions shown in Formula (16) is the core part of the data
processing center. The positioning algorithm used in this
paper is the Kalman gain adaptive LS-KF fusion localization
algorithm. The proposed Kalman gain adaptive LS-KF posi-
tioning algorithm used in this paper is shown in Figure 7:

(1) Input initialization data to establish the BDS/UWB
comprehensive observation equations

(2) The BDS/UWB comprehensive observation equa-
tions are solved by using the Newton iteration-LS
algorithm until the present convergence precision is
reached, otherwise loop iteration is performed

(3) The solution from the Newton iteration-LS algo-
rithm is taken as the initial position coordinate of
the Kalman filter

(4) The state under the current observation epoch is pre-
dicted based on the best estimation results under the
last observation epoch

(5) The Kalman gain adaptive factor is constructed
according to the residual between the prediction
state and the measurement state. The Kalman gain
is adjusted by the adaptive factor, and the user posi-
tion correction is calculated using the adjusted Kal-
man gain

(6) According to the position correction quantity, Kal-
man correction is carried out for the predicted posi-
tion to obtain more accurate user position
coordinates

(7) Determine the number of epochs to be solved, and
solve for the coordinates for the user space position
under each epoch until the solution is completed

The improved Kalman gain adaptive LS-KF localization
fusion algorithm used in this paper is deduced in detail in
the following sections.

3.1. Newton Iteration-LS Localization Algorithm

Step 1. Data preparation and setting initial solution.

The preparation of the data in the BDS/UWB co-location
system mainly consists of two parts, i.e., the data for the
BDS subsystem and the other is the data of the UWB subsys-
tem. For the BDS subsystem, it is necessary to collect the
pseudorange ρðnÞ for all observable satellites at the same
observation time and then calculate the error components
in the pseudorange ρðnÞ by using the corresponding mathe-
matical model, including IðnÞ, TðnÞ, and δtðnÞ, with these
errors compensated, as shown in Equation (7) to obtain

the corrected pseudorange ρðnÞc . At the same time, it is

Enter initial data:
(1) Satellite coordinate

and pseudorange
(2) UWD base station

location and its ranging
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Figure 7: Kalman gain adaptive LS-KF localization fusion algorithm.
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necessary to calculate the observable satellite position coor-
dinates ðxðnÞ, yðnÞ, zðnÞÞ through the ephemeris. For the
UWB subsystem, it is necessary to know the position coordi-
nates of each observed UWB base station and the ranging
information for each UWB base station to the target.

The initial solution settings include the initial position
estimate x0 = ½x0, y0, z0�T for the target and the initial esti-

mate for the clock difference δtðnÞ0 for the receiver. In this
paper, the initial estimate for the first position is set to 0.
The results can be obtained after several Newton iteration
cycles. In non-first-time positioning, the solution for the
Kalman gain adaptive LS-KF at the previous moment is used
as the initial estimation for the Newton iteration for the sub-
sequent moment (in this way, the number of Newton itera-
tions can be reduced).

Step 2. Linearization of the nonlinear BDS/UWB compre-
hensive observation equations.

k represents the number of observation epoch, i repre-
sents the number of currently progressing Newton iterations
under the current observation epoch, i − 1 represents the
completed Newton iteration under the current observation
epoch, and i = 1 represents the first Newton iteration. In
the i-th Newton iteration under the current observation
epoch, the compensated corrected BDS/UWB nonlinear
comprehensive observation (Equation (16)) can be linear-
ized at ½xi−1, δti−1�T. Taking the n-th equation in this equa-
tion group as an example, one can find the partial
derivative of function rðnÞ to x:

∂r nð Þ

∂x
=

− x nð Þ − x
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x nð Þ − x
� �2 + y nð Þ − y

� �2 + z nð Þ − z
� �2q : ð17Þ

As shown in Figure 4, rðnÞ is the length of the observation
vector for satellite n at the user receiver, and ðxðnÞ − xÞ is the
X component of the observation vector. So xðnÞ − x/rðnÞ is

equal to the unit observation vector 1ðnÞx .

∂r nð Þ

∂x
=
− x nð Þ − x
� �
r nð Þ =

− x nð Þ − x
� �
x nð Þ − x

�� �� = −1 nð Þ
x ,

∂r nð Þ

∂x
∂r nð Þ

∂y

∂r nð Þ

∂z

2
666666664

3
777777775
=

−1
r nð Þ

x nð Þ − x

y nð Þ − y

z nð Þ − z

2
664

3
775 =

− x nð Þ − x
� �
x nð Þ − x

�� �� = −1 nð Þ =

−1 nð Þ
x

−1 nð Þ
y

−1 nð Þ
z

2
664

3
775:

ð18Þ

In the same way, we can determine the partial deriva-
tives of rðnÞ to y and z, which are, respectively, equal to
the inverse of the Y and Z components of the unit obser-
vation vector 1ðnÞ.

We can obtain the matrix equation after the linearization
of Equation (16) at ½xi−1, δti−1�T:

G

Δx

Δy

Δz

c ⋅ Δδt

2
666664

3
777775
= b: ð19Þ

In this formula,

G =

−1 1ð Þ
x xi−1ð Þ −1 1ð Þ

y xi−1ð Þ 1 1ð Þ
z xi−1ð Þ 1

−1 2ð Þ
x xi−1ð Þ −1 2ð ÞN

y xi−1ð Þ −1 2ð Þ
z xi−1ð Þ 1

⋯ ⋯ ⋯ ⋯

−1 Nð Þ
x xi−1ð Þ −1 Nð Þ

y xi−1ð Þ −1 Nð Þ
z xi−1ð Þ 1

2
6666664

3
7777775
:

ð20Þ

It can be seen from Equation (19) that the Jacobian
matrix G is only related to the geometric position of each
satellite and receiver.

b =

ρ 1ð Þ
c − r 1ð Þ xi−1ð Þ − c ⋅ δti−1

ρ 2ð Þ
c − r 2ð Þ xi−1ð Þ − c ⋅ δti−1

⋯

ρ Nð Þ
c − r Nð Þ xi−1ð Þ − c ⋅ δti−1

2
666664

3
777775
: ð21Þ

−1x ð1Þðx i−1Þ represents the value of rðnÞ to x’s partial
derivative at xi−1:

−1 nð Þ
x xi−1ð Þ = − x nð Þ − xi−1

� �
x nð Þ − xi−1

�� �� =
∂r nð Þ

∂x

����
x=xi−1

: ð22Þ

Step 3. Solving linear equations.

The task in this step is to solve the linear (Equation (19)).
We can obtain the least squares solution for Equation (19)
by using the LS algorithm:

Δx

Δy

Δz

c ⋅ Δδt

2
666664

3
777775
= GTG
� �‐1

GTb: ð23Þ

Step 4. Update the root of the nonlinear equations.
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We can obtain the updated receiver position coordinate
xk and clock difference δtk:

xi = xi‐1 + Δx = xi‐1 +

Δx

Δy

Δz

2
664

3
775,

δti = δti−1 + Δδt:

ð24Þ

Step 5. Update the root of the nonlinear equations.

If the Newton iteration has converged to the present pre-
cision, the Newton iteration can terminate the loop and out-
put the current iteration calculation result as the coordinate
and time solutions for the receiver at the current moment.
Otherwise, i is incremented by 1 and returns to Step 2 to
repeat the Newton iteration calculation until our conver-
gence threshold is reached out of the Newton iteration loop.

3.2. Kalman Gain Adaptive Kalman Filter Algorithm. The
Kalman filter localization algorithm mainly includes two
parts: prediction and correction. Its core idea is to reconstruct
the state vector of the system by using the latest measured
values from the BDS/UWB co-location system, by using the
estimated value from the previous moment and the measured
value from the current moment for mutual correction to
obtain an optimal estimate of the current moment [40]. The
optimal estimation of the real-time state is performed by
means of “prediction-measurement-correction” to minimize
the variance of the state error. Based on the conventional Kal-
man filter localization algorithm, an adaptive Kalman gain
factor αk is introduced in this paper. The adaptive Kalman
gain factor is constructed by the residual between the predic-
tion and the measurement, and the Kalman gain Kk under
each observation epoch is adjusted by the adaptive factor. In
this way, the influence of current data can be enhanced,
real-time effectiveness can be enhanced, and the correction
accuracy for the prediction and measurement data can be
enhanced. The Kalman gain adaptive Kalman filter algorithm
is established and cascaded with a Newton iteration-LS algo-
rithm, which is the Kalman gain adaptive LS-KF localization
algorithm proposed in this paper.

For the Kalman gain adaptive LS-KF positioning algo-
rithm, the LS estimation result for the three-dimensional
coordinate xk = ½xk, yk, zk�T of the target and the receiver
clock error δtk is first obtained; in order to avoid correlation
between measurement errors, Kalman filtering is performed
in the X, Y , Z directions, respectively.

Step 1. The state value X̂−
k under the k observation epoch is

predicted from the corrected state value X̂k−1 and the veloc-
ity matrix Vk−1 under the k − 1 observation epoch. Because
the main object of this study is the positioning problem for
a port container, which is mostly in static state, the speed
matrix Vk−1 can be regarded as 0 in the process [40, 41]:

X̂−
k = AX̂k−1 + BVk−1, ð25Þ

where A and B are the state transition
matricesX̂k−1 = ½x̂k−1δtk−1� = ½x̂k−1ŷk−1ẑk−1δtk−1�.

Step 2. The error covariance Pk−1 under the epoch of k-1 is
used to predict the error covariance P−

k under the k observa-
tion epoch:

P−
k = APk−1A

T +Q, ð26Þ

where Qis the covariance matrix for the system noise.

Step 3. According to the error covariance P−
k predicted from

the observation epoch k and the covariance matrix R for the
measurement noise, the Kalman gain Kk under the current
observation epoch can be calculated as follows:

Kk = P−
kC

T CP−
kC

T + R
� �−1, ð27Þ

K̂k = 1 + akð ÞKk, ð28Þ
where akð−1 ≤ ak ≤ 1Þ is the adaptive Kalman adjustment
factor and C is the state transition matrix, R is the error
covariance matrix for the Newton iteration-LS solution.

Step 4. The solution to the Newton iteration-LS localization
algorithm is used as the state observation value Xk for the
Kalman filter system under observation epoch k; using the
state X̂−

k predicted in Step 1, the optimal state value X̂k under
the current observation epoch is obtained.

X̂k = X̂−
k + K̂k Xk − CX̂−

k

� �
: ð29Þ

Step 5. Update the posterior error covariance and obtain Pk
to prepare for the next observed epoch to predict the new
error covariance P−

k+1:

Pk = I =KkCð ÞP−
k , ð30Þ

where I is unit matrix.

For port container positioning, most containers are at
stationary, therefore, when the Kalman filter is used to filter
the Newton iteration-LS solution, the covariance Q for the
system noise is much smaller than the Newton iteration-LS
solution error covariance R. This results in a very small value
for the Kalman gain Kk after multiple observations of the
epoch, which means that each observation vector plays a
very minor role in the later observation epoch. This will lead
to the subsequent observation epoch data being meaningless
and will not reflect the effect of the measurement data under
the current observation epoch in real time. This is not the
result we want; moreover, each Kalman gain is present
according to the present system noise covariance Q and
the solution error covariance R for the Newton iteration-
LS, which is not related to the quality of each observation
state, which is not conducive to high-precision positioning.
We should adjust the Kalman gain appropriately according
to the confidence of each observation state; so, we introduce
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an adaptive Kalman gain adjustment factor αk to solve the
above problem. The introduction of such an adaptive factor
is shown in Equation (28).

We adopted a method based on residual ek to determine
the adaptive Kalman gain adjustment factor αk. The residual
between the predicted state and the measured state is shown
in the following equation:

ek = X̂−
k − CXk

� �
=

exk

eyk

ezk

eδtk

2
666664

3
777775
=

xk − x̂−kj j
yk − ŷ−kj j
zk − ẑ−kj j
δtk − bδt−k
��� ���

2
6666664

3
7777775
: ð31Þ

Since we are building a static container positioning
model, as the number of observation epochs increases, the
confidence of the predicted state gradually increases, which
becomes higher than the confidence of the measured state.
That is to say, if the residual ek is large, indicating that the
confidence of the observation state under the epoch is low,
the Kalman gain Kk should be reduced to reduce the influ-
ence of the measurement state on the optimal estimation.
On the other hand, if the residual ek is small and the confi-
dence of the observation state under the epoch is high, the
Kalman gain Kk should be increased to increase the influ-
ence of the measurement state on the optimal estimation.
The adaptive factor αk can be used as a variable adjust the
Kalman gain Kk.

Establishing the corresponding mapping function f ðekÞ
= αk, the value of the residual ek is mapped to the value of
the corresponding adaptive factor αkð−1 ≤ αk ≤ 1Þ. The steps
used to establish the mapping function are as follows:

Step 1. When performing filtering under the k-th observa-
tion epoch, it is necessary to sort the residual ek under the
observation epoch and the residual ek, ek−1, ek−2,⋯, e2, e1
under all previous epochs from small to large, and obtain
the sort result for ek as orderek .

Step 2. Mapping the sort result orderek of ek to the corre-
sponding percent format:

orderek% =
orderek

k
× 100%: ð32Þ

Step 3. Mapping the percentage orderek% to the adaptive.

Kalman gain factor αkð−1 ≤ αk ≤ 1Þ:

αk = −2 × orderek% + 1: ð33Þ

Through the above Steps 1-3, the mapping of the resid-
ual ek to the adaptive factor αkð−1 ≤ αk ≤ 1Þ under each
observation epoch is completed.

We selected the relevant adjustment data for the adap-
tive Kalman gain for the 290th to 300th observation epochs
in Table 1. As shown in Table 1, when the observation
epoch k is larger, the value of the Kalman gain Kk is
almost maintained at approximately 0.0034 in the locked
state. The value for the new Kalman gain K̂k is gradually
adjusted according to the priori pseudorange error ek.
When the prior pseudorange error is large, for example,
the error reaches 2.3920m in the 292th observation epoch.
At this time, the Kalman gain adaptive adjustment factor
αk becomes smaller, and the Kalman gain is adjusted to a
smaller value, which will weaken the effect of the large
pseudorange error on the positioning error. On the con-
trary, in the 294th observation epoch, the a priori pseudor-
ange error is 0.2274m, indicating that the pseudorange
error is relatively high. In this case, the Kalman gain adap-
tive adjustment factor will become larger, and the Kalman
gain will be adjusted to a larger value to allow for this rel-
atively accurate pseudorange to fully participate in posi-
tioning. The new Kalman gain adaptive adjustment
method for positioning will improve the final positioning
accuracy. The specific results are detailed in the subsequent
simulation analysis.

4. Simulation Results and Analysis

4.1. Position of the UWB Base Station. In a real-world sce-
nario, BDS satellites are constantly moving with their num-
ber changing overtime. This will have a direct impact on the
GDOP. The GDOP measurement for multiple observation
epochs needs to be performed in the optional UWB deploy-
ment area of a port for a period of time (the longer the time,
the more accurate the measurement), and the location with
the smallest average GDOP is selected as the deployment
location for the UWB base station. The research focus of this
paper is on the positioning algorithm, so in this part of the
simulation experiment that is a little simplified treatment,
GDOP data only under an observation epoch are selected
to determine the location of the UWB base station.

Whether it is an actual engineering application or a sim-
ulation in a thesis, the principle that is used when laying

Table 1: α k and Kk vary in response to perturbations that vary both in magnitude and duration.

k 290 291 292 293 294 295 296 297 298 299 300

ek (m) 1.6524 0.3075 2.3920 0.3958 0.2274 1.6828 2.2054 1.2874 1.1056 1.0967 0.2424

αk -0.5862 0.4639 -0.7740 0.3720 0.5170 -0.5864 -0.7432 -0.2997 -0.1946 -0.1839 0.5133

Kk 0.0035 0.0034 0.0034 0.0034 0.0034 0.0034 0.0034 0.0034 0.0034 0.0034 0.0033

K̂k 0.0014 0.0050 0.0008 0.0047 0.0052 0.0014 0.0009 0.0024 0.0027 0.0027 0.0051
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UWB base stations is the principle of minimum GDOP. The
port model established in the simulation experiment and
analysis is described as follows: a port with a length and
width of 100m and a UWB base station that is set up in a
height plane of 35m above the port. The principle of mini-
mum GDOP is used to select the most suitable UWB base
station layout scheme. The UWB base station is deployed
in advance around the port, and the deployed UWB base
station can also assist in positioning most of the containers
in the port.

The layout position of the UWB affects the positioning
performance of the BDS/UWB co-location system. The min-
imum GDOP principle is adopted to determine the layout

position for UWB. In the simulation, we selected 4 BDS sat-
ellites, with the following spatial positions:

A = −39614346, 14505928,−112095½ �,
B = −25042338, 26907430, 20480295½ �,
C = −13829718, 37510483, 13750871½ �,
D = −9657709, 27165396, 30750415½ �,

ð34Þ

Here, we assume that satellite D is obscured by the
complex environment of the port and cannot function in
the BDS positioning system. Therefore, we join the UWB
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Figure 8: Influence of the UWB-1 layout position on the GDOP.

Table 2: Influence of the placement position of UWB-1 base station on positioning accuracy.

UWB base station layout location (50, − 50) (− 10, − 30) (− 50, − 38) (− 30, − 10) (− 2, 50) (− 46, − 6)
GDOP 4.2093 5.3410 6.2627 7.7835 8.4010 9.4292

Positioning average error 3.3166 3.7079 4.1243 4.8522 5.3422 5.6621
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Figure 9: Influence of UWB-1 and UWB-2 layout position on GDOP.
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auxiliary positioning system to the BDS/UWB co-location.
The target selected in the simulation is actually the geo-
metric center of the port. It is very unrealistic to deploy
a UWB anchor that gives the best positioning performance
for a container. However, what we can do is to make the
geometric center of the port have the best positioning per-
formance; in this way, the positioning performance for
containers the overall port is relatively better. Based on
the principle of minimum GDOP, the second and third
UWB base stations can also be deployed. In the simula-
tion, we select the position coordinate of the positioning
target to be

Target = −2844792, 4662740, 3282465½ �, ð35Þ

For the selection of the layout position of the UWB
base station, we used the minimum GDOP method search
within a range of 10000 m2 located 35m above the target.

The GDOP for a BDS/UWB co-location system with
UWB base stations erected at various positions within the
range of 10000 m2 above the user is shown in Figure 8.

The horizontal and vertical coordinates in the figure repre-
sent the relative positions of the UWB base station in the
X and Y direction with the user as the center. Through sim-
ulation search, we found that the minimum GDOP was
obtained at the relative coordinates (50, − 50); we can
hypothesize that the UWB base station is placed at a uni-
form height of 35m, so for a Z coordinate of Z = 35, the
minimum GDOP is 4.2.

The GDOP affects the performance of the positioning
system. Table 2 shows the influence of the GDOP on the
positioning performance of the BDS/UWB co-location sys-
tem. The positioning algorithm we selected here is the New-
ton iteration-LS positioning algorithm. From the results
shown in Table 2, we can find that different UWB layout
positions affect the GDOP for the BDS/UWB co-location
system and that the GDOP affects the final positioning per-
formance. With increasing of GDOP, the positioning accu-
racy of the co-location system tends to decrease. When the
UWB base station is placed at the position of minimum
GDOP, the positioning system can achieve the best position-
ing performance.

Table 3: Influence of the placement position of UWB-1 AND UWB-2 base station on positioning accuracy.

UWB base station layout location (− 14, − 6) (− 42, − 34) (− 2, 50) (− 18, 2) (26, 10) (50, − 49)
GDOP 2.3198 2.7482 3.1216 3.4813 4.0183 4.1764

Positioning average error 1.4829 1.8654 2.1149 2.3711 2.9766 3.3067
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After determining the layout position for the first UWB
base station based on the principle of minimum GDOP, then
one can continue to determine the locations for the second
and third UWB base stations based on this principle.
Figure 9 shows the distribution map for GDOP obtained
for different UWB base station placement positions when
the second UWB base station is added to perform the obser-
vation complement enhancement when the satellite D is
invisible due to shadowing. The simulation results show that
the minimum GDOP for the BDS3+UWB2 integrated posi-
tioning system is 2.3 and the best position coordinates for
the second UWB base station are (− 14, − 6).

Table 3 shows the effect of the second UWB base station
on the positioning performance of the BDS/UWB integrated
positioning system. From the data given in Table 3, we can
find that the addition of the second UWB base station will
continue to reduce the GDOP for the integrated positioning
system and improve the positioning performance. When the
second UWB base station is placed at the center coordinates
of the station (− 14, − 6), the GDOP for the integrated posi-
tioning system reaches a minimum value of 2.3198, and the
average positioning error is 1.4829m. With the increasing in
the number of UWB base station deployments, positioning
performance will be improved, but in actual engineering
applications, it is necessary to find the best balance between
positioning performance and UWB deployment costs.

4.2. Position Performance Analysis for the Location
Algorithm. In the BDS positioning and BDS/UWB co-

location systems, the LS, EKF, LS-KF, improved LS-KF four
positioning algorithms are used to simulate the positioning
performance. For the BDS satellite, we added a Gaussian
white noise sequence with a mean of 0 and a variance of 1
to the compensated pseudorange; for the UWB pseudolite,
we added a Gaussian white noise sequence with a mean of
0 and a variance of 0.2 to the pseudorange after compensa-
tion. For the separate BDS positioning system, we selected
the four A, B, C, and D satellites in the previous section;
for the BDS/UWB co-location system, we selected the three
A, B, and C satellites in the previous section, and the UWB
base station was placed in position where the minimum
GDOP for the upper section is searched.

Figure 10 shows the results obtained for the perfor-
mance of the simulation for the BDS and BDS/UWB co-
location systems under the LS positioning algorithm. The
number of observation epochs is 300. The figure shows
the positioning error under each observation epoch and
the average positioning error for 300 observation epochs.
The average positioning error in the BDS positioning and
BDS/UWB co-location systems is found to be 5.87m and
3.31m, respectively. That is to say, under the LS positioning
algorithm, the BDS/UWB co-location system shows a per-
formance improvement of 43.6% compared to the BDS
positioning system.

Figure 11 shows the results obtained for the performance
of the simulation for the BDS and BDS/UWB co-location
systems under the extended Kalman filter (EKF) positioning
algorithm. The average positioning error in the BDS
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Figure 11: The EKF positioning algorithm performance.

13Wireless Communications and Mobile Computing



positioning and BDS/UWB co-location systems is found to
be 1.65m and 1.18m, respectively. In other words, under
the EKF positioning algorithm, the BDS/UWB co-location
system shows a performance improvement of 28.5% com-
pared to the BDS positioning system.

Figure 12 shows the results obtained for the perfor-
mance of the simulation for the BDS and BDS/UWB co-
location systems under the LS-KF positioning algorithm.
The average positioning error in the BDS positioning
and BDS/UWB co-location systems is found to be 0.47m
and 0.29m, respectively. It means that under the LS-KF
positioning algorithm, the BDS/UWB co-location system
shows performance improvement of 38.3% compared to
the BDS positioning system.

Figure 13 shows the results obtained for the performance
of the simulation for the BDS and BDS/UWB co-location
systems under the improved LS-KF positioning algorithm.
The average positioning error in the BDS positioning and
BDS/UWB co-location systems is found to be 0.36m and
0.19m, respectively. The BDS/UWB co-location system

shows a performance improvement of 45.7% compared to
the BDS positioning system. In addition, the algorithm can
converge the positioning error to below the m level when
the epoch is 10 times, which quickly realizes the high preci-
sion needed for the positioning of the port container.

Figure 14 shows a three-dimensional schematic diagram
of the positioning performance. The positioning perfor-
mance for each system and the corresponding algorithm
can be clearly and intuitively observed in Figure 14. The cen-
ter of the sphere in the figure is the point we need to locate,
and the scatter point in the figure represents the positioning
point under each observation epoch. The more the scatter
point in the figure converges to the center, the better the cor-
responding positioning performance. As shown in this fig-
ure, the positioning performance of the BDS/UWB co-
location system is superior to that of the BDS positioning
system under each positioning algorithm. The performance
of the LS-KF cascaded positioning algorithm is better than
that of the separate LS and EKF positioning algorithms,
and the performance of the improved LS-KF positioning
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algorithm is better than that of the traditional LS-KF posi-
tioning algorithm.

Figure 15 shows a qualitative analysis of the positioning
performance, while the histogram shown in Figure 14 shows

a quantitative comparison of the various systems and posi-
tioning algorithms. The positioning performance is more
intuitively seen through digital processing. It can be seen
from the simulation results that the positioning performance
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for the BDS/UWB co-location system is much better than
that for BDS. This is because the addition of the UWB base
station can improve the geometry of the positioning system,
and the UWB system has a smaller ranging error, which is
more conducive to high-precision positioning. As shown in
Figure 15, the Kalman gain adaptive LS-KF positioning algo-
rithm proposed in this paper shows better positioning per-
formance than the previous positioning algorithm.
Compared with the LS, EKF, and LS-KF positioning algo-
rithm, the Kalman gain adaptive LS-KF positioning algo-
rithm shows a 94.3%, 83.4%, and 34.4% improvement,
respectively. While showing better positioning performance,
the complexity of the Kalman gain adaptive LS-KF position-
ing algorithm is also higher than that for the other position-
ing algorithms.

For the simulation of anti-burst interference, 20m burst
interference was added to the pseudorange of the first satel-
lite in the 80th, 120th, 160th, 200th, and 240th epoch. This
kind of sudden interference can remain in subsequent con-
tinuous observation, because the type of interference is sud-
den interference. In actual engineering applications, the
existence of this interference is also random and occurs from
time to time. The simulation result is shown in Figure 16. At
this time, the average positioning error for the traditional
LS-KF was determined to be 0.42m, while the average posi-
tioning error for the Kalman gain adaptive LS-KF algorithm
was still 0.19m. When a sudden big interference occurs, the
positioning error for the LS-KF algorithm will obviously
increase, but the proposed Kalman gain adaptive LS-KF
algorithm will not be affected by such interference. This is
because the algorithm will judge the confidence of each mea-
surement state. When the interference occurs, its confidence
will be very low. At this time, the algorithm will give up the
measurement state value of the epoch so that it will not be
affected by the interference.

5. Conclusion

For achieving high-precision seamless positioning of objects
such as containers in the transition areas of indoor and
outdoor, we introduce the combination of BDS and UWB
in this paper. Aiming at the problem that the Kalman gain
in typical cascaded LS-KF localization algorithm gradually
tends to be constant after multiple observation epochs, an
improved LS-KF localization algorithm with an adaptive
Kalman gain is proposed. The adaptive factor can be intro-
duced to adaptively adjust the Kalman gain according to
the prediction state and measurement state under each
observation epoch. This ensures high-precision positioning
in complex environments. The simulation results indicate
that the location precision of the proposed algorithm can
be up to a meter level after about 10 observation epochs
and significantly enhance positioning performance com-
pared to the traditional LS-KF localization algorithm.
Moreover, the proposed algorithm can effectively recognize
and suppress sudden interference according to the confi-
dence degree of the measurement state, which greatly
improves the robustness of the algorithm for port con-

tainers and other objects in the transition areas of indoor
and outdoor.
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