Since gateway meters cannot simultaneously realize online monitoring and remote verification, the study is aimed at exploring the intelligent online monitoring and remote verification of the gateway meter. First, the similarity and related evaluation indexes of embedded sensors are analyzed based on the relevant theories, like the theories of the embedded sensor and clustering algorithm. Second, the gateway meter is tested on the standard vibration test bed, and the accuracy, timeliness, and environmental adaptability of its intelligent online system are tested. Finally, the remote verification of the gateway meter is carried out from three aspects: the error/load value, secondary voltage drop, and the admittance test. The results show that when the intelligent online monitoring ability of the gateway meter is tested on the standard vibration test bed, the error of the same pilot is controlled between 0.1 mm after multiple peak tests, and the error is within the allowable range. In the intelligent online monitoring system based on the embedded sensor and clustering algorithm, the vibration acceleration is \(-0.6 \text{ cm/s}^2\) to \(0.3 \text{ cm/s}^2\), the speed is \(-1 \text{ cm/s}\) to \(1 \text{ cm/s}\), and the displacement fluctuates between \(-0.8 \text{ cm/s}\) to \(0.8 \text{ cm/s}\). This shows that the intelligent online monitoring system can meet the performance requirements of online monitoring. In the process of remote verification of gateway meters, the active error and reactive error are 0.2% mm. The results of the secondary voltage drop and the admittance test show that the relevant technical indexes of the system meet the expected requirements. Therefore, the intelligent online monitoring and remote verification of gateway meters are discussed based on the embedded sensor and clustering algorithm, which provides a reference for the rapid development of gateway meters.

1. Introduction

With the development of science and technology, the gateway meter is widely used in various fields such as civil production, life, industry, and national defense. It is the core of the production of many large enterprises [1]. And realizing intelligent online monitoring and remote verification of gateway meters has become one of the problems that all sectors of society need to be discussed [2].

Zhu et al. (2020) introduced the online monitoring principle of the gateway meter by referring to the typical application examples of devices, such as transformers and capacitors, analyzed the problems in the monitoring, accumulated experience in online monitoring technology, and explained the necessity of popularizing and applying online monitoring devices [3]. Junior et al. (2020) analyzed the key technologies of intelligent online monitoring and remote verification of the gateway meter and put forward the big data platform architecture and business application architecture [4]. Mohammadi et al. (2022) summarized and compared the developing strategies of intelligent gateway meters in China, the United States, and Europe, introduced the main characteristics of gateway meters in detail, predicted the developing trend of gateway meters, and made the technical analysis of intelligent online monitoring and remote verification of American gateway meters [5]. Qi
2. Materials and Methods

2.1. Basic Principle of the Clustering Algorithm. Clustering is the process of dividing the disordered data into meaningful or useful groups or class clusters according to the set rules. The datasets in the same class cluster are highly similar, or useful groups or class clusters according to the set rules. The idea of clustering comes from taxonomy, but it is different from taxonomy [13]. In addition, a similar set of data cannot be obtained through cluster analysis. If class C is the result of clustering analysis, it needs to meet the following three conditions:

\[
\bigcup_{i=1}^{k} C_i = U. \tag{1}
\]

In Equation (1), \( U \) is a pattern set, and \( C_i \) is a subset in the pattern set, and \( C_t \subseteq U, t = 1, 2, \ldots k \).

\[
\forall C_m, C_r \subseteq U, C_m \neq C_r, \text{That } C_m \cap C_r = \emptyset. \tag{2}
\]

Equation (2) shows that the data in the cluster are similar even if they do not belong to the same group. \( C_m \) and \( C_r \) are two different subsets in the pattern set, and the meanings of the remaining letters are the same as those in the above equation.

\[
\min_{\forall p_m \subseteq C_m} \max_{\forall p_r \subseteq C_r} \min_{C_m \subseteq U, C_r \neq C_m} > \max_{\forall p_m \subseteq C_m} \min_{C_r \subseteq U}. \tag{3}
\]

In addition, the clustering algorithm also has many requirements, as shown in Figure 1.

Clustering is composed of five steps, and the specific process is shown in Figure 2.

Clustering is a very important concept in data mining [14]. According to the accumulation rules of data in clustering, the clustering algorithm can be divided into different categories. The classic algorithms are shown in Figure 3.

If the sample size is \( n \), the sample is divided into \( k \) classes in certain cluster analyses. If the sample size of a certain cluster is \( n_i \), the proportion of the sample size of this cluster in the whole sample size is calculated by

\[
p_i = \frac{n_i}{n}, i = 1, \ldots, k. \tag{4}
\]

In addition, entropy is the basic concept of information theory. The size of entropy shows the randomness of a random event: the greater the entropy is, the greater the uncertainty of the random event is and the more information will be given. Otherwise, the smaller the entropy is, the smaller the uncertainty of the event is and the less information will be given [15]. The discrete random vector \( y = [y_1, \ldots, y_n] \) is calculated by

\[
H(y) = -\sum_i p(i) \log p(i). \tag{5}
\]

In Equation (5), the meanings of letters are the same as those in the above equations.

Similarly, when the number of clusters is \( k \), the entropy of this cluster is calculated by

\[
H(y) = -\sum_i p_i \log p_i, i = 1, \ldots, k. \tag{6}
\]

In Equation (6), \( p_i \) represents the proportion of the sample size, and the meanings of the remaining letters are the same as those in the above equations.

A cluster is regarded as a complete event group, and each category is regarded as an event in the complete event group with a probability of \( p_i \). When the probabilities of all categories are equal, that is, when the sample sizes in all categories are equal, the information entropy of this subcluster has the maximum value [16]. The probability is if \( p_i = 1/k \), the entropy of clustering is the largest, as shown in

\[
\max H(y) = -\frac{1}{k} \log \frac{1}{k} = -\log \frac{1}{k} = \log k. \tag{7}
\]
In Equation (7), the meanings of letters are the same as those in the above equations.

2.2. System Structure of Embedded Sensors. The sensor is a kind of detection device, which can feel the measured information and transform the sensed information into electrical signals or other required forms according to a certain law, so that the requirements of information transmission, processing, storage, display, recording, and control are met [17]. The sensor comprises the sensitive element, a conversion circuit, and an auxiliary power supply, as shown in Figure 4.

The sensitive element can detect the measured and output a physical quantity signal with a definite relation with the measured; the conversion element can convert the physical quantity signal output by the sensitive element into an electrical signal; the conversion circuit amplifies and modulates the electrical signal output by the conversion element; the auxiliary element is responsible for supplying power to the conversion element and conversion circuit [18].

The embedded system consists of hardware and software. The software includes software running environments and an operating system. The hardware has a signal processor, memory, and a communication module [19]. In practical operation, embedded sensors often have zero output due to component aging, asymmetric circuit parameters, and other unstable factors [20]. In the sensor system of a microcomputer, the method of zero compensation is simple, and the calculation equation is:

\[ y = kx + y_0 + y_c. \]  

In Equation (8), \( x \) is the measured physical quantity, \( k \) is the scale coefficient, \( y_0 \) is zero output, and \( y_c \) is zero compensation. The embedded sensor is stored in zero position before normal operation. At this time, the output calculation method of the embedded sensor system is shown

\[ y = y_0. \]  

Equation (9) indicates that the output value of the embedded sensor system is equal to the zero output value, and the meanings of letters are the same as those in the above equations. The zero output is temporarily stored in the storage unit of the computer, and the compensation is calculated by

\[ y_c = -y_0. \]  

Equation (10) describes that the zero compensation amount of the embedded sensor system is equal to the zero
output value, and the letters are the same as the above equations. According to Equations (9) and (10), the specific calculation method of the embedded sensor after the normal operation is shown in

\[ y = kx. \]  

(11)

Equation (11) states that there is a linear relation between zero compensation and measured physical quantity when the embedded sensor works normally. The meaning of the letters in the equation is the same as the above.

The zero output of embedded sensors drifts with the change of working temperature, which is shown by using

\[ \Delta y_0 = \alpha_0 \Delta \theta + \alpha_1 \Delta \theta^2 + \cdots + \alpha_n \Delta \theta^n. \]  

(12)

In Equation (12), \( \Delta y_0 \) is zero temperature drift, \( \alpha_0, \alpha_1, \cdots, \alpha_n \) represent the temperature error coefficient, and \( \Delta \theta \) represents the difference between the actual working temperature and the standard temperature.

The logic topology optimization of embedded sensors can be realized by

\[ \min S(x) = \sum_\gamma \left[ \sum_{l \in L} t(l_j) + \sum_{n \in N} t(n_i) \right]. \]  

(13)

In Equation (13), \( S(x) \) is the total delay of the system, \( t(l_j) \) is the delay on incoming link \( (l_j) \), \( t(n_i) \) is the delay of node \( n_i \), \( \gamma \) is the set of all data transmission paths, \( L \) is the total link, and \( N \) is the total number of nodes. The link reliability is calculated by

\[ E(l_j) = G[a(l_j)]. \]  

(14)

In Equation (14), \( E(l_j) \) represents the reliability of link \( l_j \), \( G \) is the functional relationship between link reliability and unit price, and \( a \) represents costs. The calculation of node reliability is shown in

\[ E(m_j) = F[a(m_j)]. \]  

(15)
In Equation (15), $E(m_j)$ is the reliability of $m_j$, and $F$ is the functional relation between node reliability and node cost. The structure of the specific intelligent sensor node is shown in Figure 5.

The waiting transmission time in the intelligent sensor is calculated by

$$T(n) = t_m' - t_n + t_n - t_m. \quad (16)$$

In Equation (16), $T$ represents the time, $n$ is the number, $m$ is the group, and $m'$ is the corresponding group of the group. The average waiting time of the intelligent sensor can be obtained according to Equations (16) and (17).

$$\bar{T}(n) = \frac{(n-1)(\gamma + \alpha \beta) + n \alpha (\beta^2 - \beta)}{2(1 - \alpha \beta)}. \quad (17)$$

In Equation (17), $T$ is time, $n$ is the number, $\alpha$ is the information arrival rate, $\beta$ is the service rate grouped for service information, and $\gamma$ is the coefficient.

The time required for grouping two information groups of intelligent sensors is calculated by

$$T_{a,b} = \sum_{i=1}^{n} (L_{a,b} + T_{a,b}). \quad (18)$$

In Equation (18), the meanings of the remaining letters are the same as the above.

The average queue length of the embedded sensor in the intelligent online monitoring of gateway meters is calculated by

$$I = \frac{\gamma(1 - \alpha \beta)}{1 - \alpha \beta}. \quad (19)$$

In Equation (19), $I$ is the team leader, $\alpha$ is the information arrival rate, $\beta$ is the service rate grouped for service information, and $\gamma$ is the coefficient.

When the data are checked and the embedded sensor feeds back the information data to the monitoring system, the feedback time is calculated by

$$T(a) = \frac{\alpha \gamma (i - j)}{T(a + 1)}. \quad (20)$$

In Equation (20), $T$ is the time, $i$ and $j$ are the transmission time and reception time, respectively, and $a$ is the $a$th transmission.

2.3. Similarity Measurement. The main task of clustering is to gather similar data or pattern vectors. Therefore, measuring the distance or similarity between data is the key to cluster analysis. Measuring methods determines the clustering results. The traditional method measures the similarity by revealing the relationship between two data. Two data are represented by $d$-dimensional $x = (x_1, x_2, \cdots, x_d)$ and $y = (y_1, y_2, \cdots, y_d)$. The similarity between them is $s(x, y) = s(x_1, x_2, \cdots, x_d, y_1, y_2, \cdots, y_d)$. The more similar $x$ and $y$ are, the greater the value of $s(x, y)$ is. If $d(x, y)$ is the relationship between two data, the more similar $x$ and $y$ are, the smaller the value of $d(x, y)$ is. The distance function needs to meet the following conditions:

Symmetry:

$$d(x, y) = d(y, x). \quad (21)$$

Nonnegativity:

$$d(x, y) \geq 0. \quad (22)$$

Trigonometric inequality:

$$d(x, y) \leq d(x, z) + d(y, z). \quad (23)$$
The clustering algorithm is to measure similarity or dissimilarity of data. Generally, the distance function or similarity function is used as the measurement standard. The similarity is measured by distance, and the main distances used are Euclidean distance, Minkowski distance, Manhattan distance, and Chebyshev distance [21, 22].

(1) Euclidean distance

Euclidean distance is the actual distance between two points in the space, and it is calculated by

\[ d_{pq} = \sqrt{\sum_{k=1}^{n} (x_{pk} - x_{qk})^2}. \]  \hspace{1cm} (24)

In Equation (24), \( d \) is distance, \( pq \) is two points in space, \( n \) is a multidimensional space, \( k \) is the \( k \)th point in space, and \( x \) is the point formed by \( pq \) in space.

(2) Minkowski distance

Minkowski distance is a special form of Euclidean distance [23], and it is calculated by

\[ d(A, B) = \left( \sum_{c=1}^{n} |A_c - B_c| \right)^{1/z}. \]  \hspace{1cm} (25)

In Equation (25), \( A \) and \( B \) are the coordinates of two points in space, and \( c \) is the \( c \)th point in space, \( |A_c - B_c| \) is the distance between any two points in the space, and \( z \) is the \( z \)th times. The meaning of the remaining letters is the same as the above.

Figure 6: Statistics of simulation analysis results of K-means ((a) sum of dataset distances; (b) convergence diagram of iterative calculation when \( K = 5 \)).
(3) Manhattan distance

Manhattan distance is the sum of the absolute wheelbase of any two points in the coordinate system [24]. It is calculated by

\[ d(i, j) = |x_1 - x_2| + |y_1 - y_2|. \] (26)

In Equation (26), \(x_1\) and \(x_2\) are two points on the abscissa axis, \(y_1\) and \(y_2\) represents two points on the ordinate axis, \(i\) is the formed point of \(x_1\) and \(y_1\), \(j\) is the point formed by \(x_1\) and \(x_2\), \(|x_1 - x_2|\) is the distance between \(x_1\) and \(x_2\), and \(|y_1 - y_2|\) is the distance between \(y_1\) and \(y_2\). The meanings of the rest letters are the same as the above.

(4) Chebyshev distance

Chebyshev distance is a measure in vector space, which was used in chess before [25, 26]. It is the maximum distance between two points, and it is calculated by

\[ d(i, j) = \max (|x_1 - x_2| + |y_1 - y_2|). \] (27)

In Equation (27), the meanings of letters are the same as the above. Another equivalent equation of Chebyshev distance is:

\[ d(i, j) = \lim_{k \to \infty} \left( \sum_{i=1}^{n} |x_{1i} - x_{2i}|^k \right)^{1/k}. \] (28)
In Equation (28), $x_{1i}$ and $x_{2i}$ are two points on the vector, and $k$ is a random datum.

(5) Mahalanobis distance

Mahalanobis distance is the covariance distance of data. It is used to calculate the similarity of two unknown sample sets, and the calculation equation is:

$$D_M(x) = \sqrt{(x - \mu)^T \Sigma^{-1} (x - \mu)}.$$ (29)

In Equation (29), $x^T$ is a polytropic matrix, $\mu$ is the mean, $\Sigma$ is the covariance matrix, and $D_M$ is Mahalanobis distance. Equation (26) can also be defined as two that obey the same distribution and the difference of $x$ and $y$ whose covariance matrix is $\Sigma$. The difference between the random variables $x$ and $y$ is calculated by

$$d(x, y) = \sqrt{(x - y)^T \Sigma^{-1} (x - y)}.$$ (30)

In Equation (30), the meanings of letters are the same as above.

(6) Cosine similarity

Cosine similarity, also known as cosine similarity, evaluates the similarity of two vectors by calculating the cosine value of the included angle [27, 28]. Cosine similarity draws the vector into the vector space according to the coordinate value, like the most common two-dimensional space. The specific calculation equation is:

$$\text{similarity} = \cos(\theta) = \frac{A \cdot B}{\|A\| \|B\|} = \frac{\sum_{i=1}^{n} A_i \times B_i}{\sqrt{\sum_{i=1}^{n} (A_i)^2} \times \sqrt{\sum_{i=1}^{n} (B_i)^2}}.$$ (31)

In Equation (31), $A$ and $B$ represent given vectors, $A_i$ and $B_i$ represent the components of vectors $A$ and $B$, and $\theta$ is the cosine similarity. The load curve monitoring points of five power users in the monitoring system are selected as the test dataset to test the actual clustering effect of $K$-means. The dataset contains 273 groups of data.

2.4. Optimization of the Clustering Algorithm. The evaluation method of the effectiveness of the computer clustering algorithm is used to evaluate the quality of this clustering algorithm, so that the clustering results are better analyzed [29]. The following three evaluation indexes are mainly used: adjusted Rand index (ARI), homogeneity, completeness and V-measure, and adjusted mutual information (AMI) [30].

(1) ARI

ARI is used to measure the effectiveness of the computer clustering algorithm. It is stable and will not change with the change of clustering label. In other words, if the real label in the experiment is $[a, a, b, b, c, c]$, the predicted label is $[a, a, c, c, b, b]$, $[b, b, c, c, a, a]$, or $[b, b, a, a, c, c]$. However, the value of ARI remains unchanged at this time [31]. The value range of ARI is between -1 and 1. The ARI value is between -1 and
1. The specific calculation method of Rand index (RI) is shown in Equation (32), and ARI is calculated by Equation (33).

\[
RI = \frac{O + P}{C_n^2}. \tag{32}
\]

In Equation (32), RI is a rand index, \(C\) is the given category, \(O\) is the logarithm of elements in the same category, \(P\) is the logarithm of elements in different categories, and \(n\) is the total number of samples.

\[
ARI = \frac{RI - E[RI]}{\max (RI) - E[RI]} \tag{33}
\]

In Equation (33), AR is the adjusted rand index, RI is the rand index, and \(E\) is the expected index.

2. Homogeneity and integrity index

Homogeneity indicates that a database contains only one single element, and integrity shows that a database contains all elements [32]. They are calculated by Equations (34) and (35), respectively.

\[
h = 1 - \frac{H(L, K)}{H(L)}. \tag{34}
\]

In Equation (34), \(h\) is the homogeneity index, \(H\) is the random data, \(L\) is the given category, and \(k\) is the clustering result.

\[
c = 1 - \frac{H(K, L)}{H(K)}. \tag{35}
\]

**Figure 8:** View waveform ((a) the vibration acceleration of the gateway meter; (b) the speed of the gateway meter; (c) the displacement of the gateway meter).
In Equation (35), \( c \) is the integrity index, and the meanings of the remaining letters are the same as the above. The average \( V \)-measure of homogeneity and integrity is calculated by

\[
V = 2 \frac{h \cdot c}{h + c}.
\]  

Figure 9: Error/load test curve ((a) error test curve; (b) load test curve).

Figure 10: Test results of secondary voltage drop ((a) current sensor; (b) voltage sensors).

In Equation (36), \( V \) is the harmonic average value, and the meanings of the remaining letters are the same as the above.

(3) Mutual information index

Mutual information measures the distribution degree between two data. The value of the mutual information
3. Analysis of Intelligent Online Monitoring and Remote Calibration Results of Gateway Meters

3.1. Simulation Analysis of K-Means. Figure 6 shows the simulation results of the clustering algorithm.

Figure 6(a) shows that the distance sum is sharply reduced when \( K \) is 5. Since the calculation cost increases with the increase of clusters, the optimal number of clusters is 5. When \( K = 5 \), the calculation convergence is shown in Figure 6(b). The ordinate is the sum of the distance between the sample point and the centroid, and the abscissa is the times of iterations. When the iters are 3, the distance sum of the samples has gradually converged. The overall convergence speed of the algorithm is fast, which verifies that the \( K \)-means is simple and takes less time, and is suitable for processing large-scale datasets.

3.2. Analysis of Intelligent Online Monitoring Results of Gateway Meters. The accuracy, timeliness, and environmental adaptability of intelligent online monitoring of gateway meters based on the embedded sensor and clustering algorithm are tested on the standard vibration test bed. The results are shown in Figure 7.

Figure 7 shows that when the main frequency is set to 300 times/min and the peak to peak value is 3 mm, the measured main frequencies are 298 mm, 300 mm, and 299 mm, respectively. When the dominant frequency is set at 480 times/min and the peak value is 8 mm, the measured dominant frequencies are 478 mm, 479 mm, and 479 mm, respectively. When the dominant frequency is set to 600 times/min and the peak value is 6 mm, the measured dominant frequencies are 598 mm, 598 mm, and 601 mm, respectively. In addition, the peak value of channel 1 and channel 2 reach the maximum when the number of tests is 2, followed by the third and the last time. These data show that the intelligent online monitoring network system of gateway meters works stably and reliably in data acquisition and transmission. The error between the final detected data and the parameter values set in advance is relatively small. When the main frequency is set to 300 times/min, the peak value of channel 1 of the three data is between 2.95 and 2.98 mm, and the peak value of channel 2 is between 2.96 and 3 mm; when the dominant frequency is 480 times/min, the peak value of channel 1 is between 7.97 and 7.98 and that of channel 2 is between 7.98 and 8.00 mm; when the dominant frequency is 600 times/min, the peak value of channel 1 is between 5.95 and 5.98 and that of channel 2 is between 5.97 and 6.01. It is concluded that the error of the same pilot is controlled between 0.1 mm after multiple peak value tests, and the error is within the allowable range.

Based on the test data, the gateway meter based on the embedded sensor and clustering algorithm is tested. The data results are shown in Figure 8.

Figure 8 shows that the vibration acceleration fluctuates between -0.6 cm/s and 0.3 cm/s, the speed fluctuates between -1 cm/s and 1 cm/s, and the displacement fluctuates between -0.8 cm/s and 0.8 cm/s in intelligent online monitoring. These data show that the intelligent online monitoring...
system can meet the performance requirements of online monitoring, and the real-time performance of data acquisition and transmission is good. In addition, it saves cost and time and provides necessary data support for security detection, and real-time diagnosis and management.

3.3. Remote Verification Results of Gateway Meters. The remote verification of gateway meters based on the embedded sensor and clustering algorithm is carried out from error/load, secondary voltage drop, and the admittance test.

(1) The error/load data of a manufacturer from April 5, 2019, to April 24, 2019, are collected and shown in Figure 9.

Figure 9 shows that the fluctuation of the active error curve is not obvious, and it is changing around 0.1% in 20 days, while the fluctuation of the reactive error curve is relatively large. The maximum error value is about 0.12% on April 8 and April 11, 2019, and the overall error value is between -0.12% and 0.12%. The reactive power of the load test varies between 0Var and 50Var, and the active power varies between 150V and 250V. However, the changes in the overall active power curve and reactive power curve are the same.

(2) Secondary voltage drop

The specific secondary voltage drop curve is shown in Figure 10.

Figure 10 shows that the test curves of phase A and phase B are constantly fluctuating. The secondary voltage drop of phase A changes between 24mv and 30mv, and the voltage drop reaches the maximum value of about 30mv around April 15. Around April 18, the voltage drop reaches the minimum value of about 24mv. The secondary voltage drop of phase B varies from 30mv to 37mv. The voltage drop reaches the minimum value of about 30mv on April 8 and the maximum value of about 37mv on April 22.

(3) Admittance test curve

The specific admittance test curve is shown in Figure 11. Figure 11 shows that the test curves of phase A and phase B are constantly fluctuating, the admittance value of phase A is between 2.3s and 2.9ms, and the admittance value of phase B is between 2.2s and 2.8ms. This shows that the gateway meter based on the embedded sensor and clustering algorithm can accurately detect the faults of metering devices.

In short, the intelligent online monitoring system of gateway meter based on the embedded sensor and clustering algorithm can meet the needs of industrial applications in terms of timeliness, accuracy, and stability in data transmission. In terms of remote verification, the error is within 0.2%, which meets the expected results. The test results of secondary voltage drop and admittance show that the relevant technical indexes of the system meet the relevant requirements, which can be used to replace manual detection, improve efficiency, reduce cost, and promote modernization, intelligence, and networking management of gateway meters.

4. Conclusion

With the construction of the energy Internet, gateway meters, which undertake trade settlement between power generation and supply, accelerate intelligent development and make great online monitoring achievements. The study discusses the intelligent online monitoring and remote verification of gateway meters. First, the similarity and relevant evaluation indexes are analyzed based on the relevant theories of embedded sensors and the clustering algorithm. Second, the gateway meter is tested on the standard vibration test bed, and then, the accuracy, timeliness, and environmental adaptability of its intelligent online system are tested. Finally, the error rate/load, secondary voltage drop, and admittance are discussed to test the remote verification of gateway meters. The experimental results show that (1) in terms of intelligent monitoring, the error rate of the same pilot is controlled between 0.1 mm after multiple peak-to-peak tests, and it is within the allowable range; (2) the acceleration, speed, and displacement the intelligent online monitoring system of gateway meters based on embedded sensor and clustering algorithm can meet the performance requirements of online monitoring and provide necessary data support for safety detection, real-time diagnosis, and management; (3) the results of the remote verification of gateway meters based on embedded sensors and the clustering algorithm show that the relevant technical indexes of the system meet the relevant requirements, and the secondary voltage drop and admittance can replace manual detection, improve working efficiency, reduce costs, and promote the intelligent development of gateway meters. However, the study still has some shortcomings: (1) the size of the samples is small, resulting in some deviations in the inspection of relevant data; (2) the costs of the intelligent online monitoring and remote verification of gateway meters are not discussed. In the follow-up study, the benefit evaluation will be carried out according to the specific situation, so that the online monitoring and remote verification of gateway meters can be realized more accurately and safely.
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