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Peer-to-peer (P2P) live video streaming is an application-level approach providing ease of deployment with low cost as compared
to the IP multicast and client/server (C/S) architecture. These systems solely rely on end-hosts to disseminate the content;
therefore, their performance largely banks on end-hosts, called peers. Since peers themselves are controlled by users, users’
activities become activities of peers. In such a network, the highly dynamic behavior of users impacts the network
performance. Therefore, for performance improvement, a thorough understanding of user behavior is crucial. To explore and
understand user behavior, numerous studies have been carried out. However, user behavior is complex, having several
elements with dependency relationships, which make it difficult for a single measurement study to represent it
comprehensively. Therefore, this work takes a two-step approach. Firstly, it collects existing measurement studies and analyzes,
compares, and contrasts them to extract user behavior metrics and their relationships from them. Secondly, in light of the
observations gained, this research analyzes traces of user behavior collected from an operational system. Such an outcome is
useful, on one hand, for user behavior modelling towards performance improvement in NGWN, and on the other hand, it
provides insights for further measurements and analysis.

1. Introduction

Live video streaming is one of the Internet services that
emerged and became popular late. It is a bandwidth-
intensive service also requiring stringent playback deadlines.
Enabling such a service has been a challenge which has led to
the emergence of three major architectures. The first one,
called client/server (C/S) architecture, is a centralized model
which involves servers in order to provide video streams to
clients over unicast links. Consequently, all the burden of
broadcasting concentrates in centralized servers. Scalability
and cost are thus the prominent issues in these systems as
a surge in users’ population involves an increase in the
resource consumption of the servers. Content delivery net-
works (CDNs) are an improved form of the C/S model in
which a distributed network shares the load of content dis-

semination [1]. This architecture involves the deployment
of multiple servers at appropriate locations over the globe
in order to allow the nearest server serve the user. However,
these systems face challenges of high deployment cost and
scalability against an increasing number of users.

Concerning the network perspective, IP multicast pre-
sents an effective solution to the bandwidth issues by involv-
ing routers to duplicate one stream over several network
links. Nevertheless, due to the unavailability of IP multicast
globally, it cannot be utilized at the Internet scale. Nonethe-
less, telecom operators use this approach in their Internet
television (IPTV) systems inside their own networks.

By contrast, at application level, a P2P system is made of
peers which unlike dedicated servers have intermittent pres-
ence. Moreover, the scalability of these systems relies on the
contribution of peers. Therefore, organization of peers for

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 7564543, 12 pages
https://doi.org/10.1155/2022/7564543

https://orcid.org/0000-0003-3249-3850
https://orcid.org/0000-0002-0864-6215
https://orcid.org/0000-0002-4789-9151
https://orcid.org/0000-0002-0787-8874
https://orcid.org/0000-0002-2829-0893
https://orcid.org/0000-0003-3637-6977
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7564543


stream delivery becomes a crucial aspect of these systems
[2]. Several strategies have been proposed that suggest
various stream delivery mechanisms. These can be broadly
classified into push-based, pull-based, and hybrid strategies.

The push-based approach defines a tree structure for
stream delivery [3], in which peers are into the parent-
child relationship. A parent peer pushes the content to child
peers without requiring an explicit request. The single-tree
system is its simplest form in which an individual tree is
formed for each stream. Every parent peer pushes the stream
to all its child peers soon after it receives the stream. These
systems are a good choice in terms of efficiency and commu-
nication overhead; however, they are not robust in event of
peer departure which occurs frequently in P2P systems. Fur-
thermore, leaf nodes are deprived of using their active trans-
mission capacity that results in poor resource utilization.

In view of limitations of single-tree systems, the multi-
tree strategy [4, 5] works on the principle of dividing a single
stream into multiple substreams through using applicable
data-encoding method such as multiple description coding
(MDC) [6]. The goal is to deliver each substream over a
different tree from which a consumer peer can select the
number of trees according to its bandwidth capacity. To
ensure fair distribution of load and to decrease the impact
of peer’s departure, peers’ placement into trees is managed
in such a way that a peer becomes an intermediate node in
a tree where it can relay the stream to others and a leaf in
another tree. Hence, in case of a peer’s exit from the net-
work, the one substream is affected.

Pull-based strategy works on the mesh structure for
stream delivery. In this approach, a peer can create and
maintain simultaneous connections with multiple other
peers [7]. This is a random structure in which the flow of
stream is realized by the stream availability. The availability
of content is notified through periodic advertisements by
each peer to its neighbor peers. A provider peer only delivers
the content on explicit requests for certain blocks. Pull-based
systems provide robustness against the intermittent presence
of peers but they are less efficient than push-based systems
in terms of timely delivery of the stream.

A hybrid push-pull system [8] is aimed at mitigating the
downsides of push- and pull-based systems. It combines the
resiliency of pull-based systems and efficiency of push-based
systems. In hybrid approach, each peer may operate in both
push and pull modes. This approach attempts to deliver
most of the content through push operation while pull
operations are utilized in the start after arrival of a peer
and afterwards, to retrieve the blocks missed during push
function. An open issue within these systems is the selection
of an upstream peer to receive contents through push
operation.

P2P-based live video streaming involves low-cost instal-
lation and provides high scalability [9]; however, designing a
P2P IPTV framework is not trivial. Existing works attempt
to tackle these issues through the design of robust topologies
and efficient stream distribution strategies. A major issue in
these systems is their dependence on users in addition to
heterogeneity of end-systems and their interconnection. A
peer in these systems reflects the behavior of its user which

is highly dynamic; thus, affecting the performance such as
a sudden exit of a peer from the network stops the relying
peers from receiving the stream creating buffer underflows.

Numerous works are dedicated to study and understand
user behavior, but due to the complex nature of the subject,
any of the studies alone cannot capture all its aspects. Hence,
such different works need a thorough analysis to bring their
findings at one place for comparison and a concrete view.
This research attempts to compile all such studies performed
over IPTV systems in wired, wireless, and mobile networks
and perform their thorough analysis to identify important
metrics involved in the user behavior and also highlight
factors that impact them. Furthermore, we analyze traces
of user behavior, especially under those conditions which
have been mostly ignored in the existing literature. Results
of this work can be utilized in modelling user behavior in
IPTV systems. Furthermore, these models can be adapted
for the next-generation wireless networks (NGWNs), ant
colony optimization [10], smart cites [11], and IoTs appli-
cations [12, 13].

The highlights of this work are as follows:

(i) Collection of measurement studies aimed at user
behavior in live streaming systems

(ii) Analysis of observed variables found in different
studies

(iii) Synthesis of influential relationships among differ-
ent variables

(iv) Analysis of individual user behavior from a dataset
of user activities in an operational system

This article is organized as follows. Section 2 presents the
related work. Section 3 gives an overview of the measure-
ments by elaborating various elements focused by each of
them. This section also discusses the metrics of user behav-
ior found in analyzed works and presents the dependency
relationships among these metrics and other elements. Sec-
tion 4 presents an analysis of user behavior traces collected
from an operational system. Section 5 provides conclusion
and perspectives.

2. Related Work

Existing works on P2P IPTV user behavior can be divided
into two broad categories. The first one focuses on the
understanding of user behavior through analysis of behavior
logs. The second one is dedicated to user behavior models
intended for integration into systems for their performance
improvement. First, we discuss analysis-based works.

Reference [14] analyzes the influential factors of peer’s
stability and bandwidth contribution such as initial stream-
ing quality leads to stable user sessions. Reference [15]
analyzes arrival and departure behavior of users from IPTV
traces and concludes that if a video delivery structure
accommodates the departures, the consumption of system
resources can be reduced. Reference [16] compares user
behavior in mobile and land-line connectivity-based IPTV
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services. They remark that users’ sessions and popularity of
content have different features in the two types of connectiv-
ity. Furthermore, they also note a difference in behavior
between WiFi and 3G users

Since these mentioned works and other several contribu-
tions attempt to analyze one or a few aspects of user behavior,
[17] synthesizes user behavior measurements performed over
both live and video-on-demand users to present the consen-
sual and contradictory findings. However, further measure-
ments have been carried out after this work which may
contain new observations. A few of such works are as follows.

Reference [18] analyzes logs from a commercial mobile
IPTV service. They model browsing sessions and viewing
sessions with different distributions. Furthermore, they
notice the impact of the device type and network connection
on user’s playback patterns. Similarly, [19] analyzes users’
sessions, activities, and arrival rates. They also compare the
mobile and nonmobile and provide distribution models for
sessions and activities. Reference [20] analyzes logs to know
the causal impact of download speed on user engagement.
They discern that lower speeds have a negative impact on
user engagement in viewing longer videos

Concerning model-based works, [21] proposes a Bayes-
ian network model that estimates user departure time from
the past behavior in the current scenario from several met-
rics and parameters. They present a topology management
framework aimed at stabilizing the topology. Reference
[22] proposes a personalized channel recommendation sys-
tem for live TV channels. This system learns from user
behaviors when watching live channels using deep learning
and predicts the next channel of a user. The main goal of this
approach is to minimize channel switching by providing the
channels of users’ interest. To reduce the bootstrapping
delay, [23] proposes to integrate agents to model user behav-
ior. Aggregated knowledge of agents is distributed in the
system through sharing among the agents. Agents predict
the channels and then assign those to the users in order to
minimize the switching delay. Similarly, [24] compares dif-

ferent classifiers to predict the next channel in an IPTV sys-
tem. Reference [25] proposes to predict the QoS of neighbor
peers through neural collaborative filtering. The predicted
QoS can be used to choose a neighbor peer. Reference [26]
uses reinforcement learning in a cloud-assisted P2P stream-
ing system. The goal of using machine learning is to restrict
the cloud rental cost according to a desired QoS level. To
construct a P2P IPTV overlay, [27] uses fuzzy logic. They
define a metric “priority” to choose a parent peer which is
a combination of the peer’s age, upload bandwidth, and uti-
lization. Fuzzy logic is used to determine the overall priority
of a peer for parent selection.

As shown in Table 1, the existing works consider only
one or a few metrics while ignoring others. This work com-
plements these works in such a way that instead of propos-
ing a model or analyzing traces in isolation, we focus on
almost all measurements and provide a global state of all
observations made in different works. Based on these obser-
vations, we also present our own analysis of user behavior
traces. In the next section, we collect these measurement
metrics and thoroughly present their impact on IPTV
streaming.

3. User Behavior Measurements

In view of the crucial role played by user behavior, numer-
ous research efforts have been dedicated to measurement
studies over the past decade. These works are mainly based
on the analysis of traces collected from operational systems.
Collected traces represent user activities over long time
periods. Three different methods have been used for the
trace collection.

3.1. Log-Based Method. It is the preferred one. In this
approach, traces come from system logs which are automat-
ically created by the system itself. Such traces can only be
provided by the system operators.

Table 1: Summary of works.

Ref. Focus Limitation

Analysis-based works

[14] Influential factors of peer’s stability and bandwidth Global phenomenon

[15] Arrivals and departures of users Ignore other factors such as streaming quality

[16] Stability in mobile and fixed nodes Global behavior and missing factors

[18] Impact of device type and connection type Global behavior and missing factors

[19] Difference in mobile and nonmobile cases Global behavior and missing factors

[20] Impact of download speed on user engagement Ignore other factors

Model-based works

[21] Contextual model based on machine learning Long learning time

[22] Prediction of next channel Ignores other metrics

[23] Prediction of next channel Ignores other metrics

[24] Prediction of next channel Ignores other metrics

[25] Prediction of neighbor’s QoS Ignores other metrics

[27] Priority: age, bandwidth, utilization Considers only age for stability
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3.2. Crawlers Method. A crawler in its initial step sends a
request to the peer membership server for getting the list
of online peers. Then, it repeatedly starts sending partner-
ship request to every peer available in the list. After receiving
the partners’ list, it repeats the process for newly known
peers. In this way, a few activities such as users’ population
and presence can be monitored.

3.3. Passive Method. It monitors the communication pattern
of the local node with other peers to extract network-level
information.

These two latter methods provide less concrete information
as compared to the log-based method. Existing studies vary in
terms of the collectionmethod as well as measuredmetrics. It is
perhaps due to the particular interest in a specific metric or due
to unavailability of the required information.

3.4. Measurement Parameters. The commonly measured
user behavior metrics within these studies are given below.

3.4.1. Sojourn Time (ST). Sojourn time or session duration
represents the time duration for which a user holds a partic-
ular channel. In other words, it is the time period between
arrival and departure from a channel. A longer sojourn time
means a stable user.

3.4.2. Streaming Quality (SQ). Streaming quality is a generic
term that includes several performance parameters. A few
notable parameters are start-up time, rendering quality,
buffering ratio, rate of buffering events, and average bitrate
[28–33]. Since each work considers one or more of these
metrics as streaming quality, we aggregate all of them under
streaming quality in our work.

(1) Start-Up Time. The delay between a user request for a
stream and the time the video is played is called start-up
time.

(2) Rendering Quality. Frames per second determine the
quality of the stream which may reduce due to congestion
in the network.

(3) Buffering Ratio. It is the ratio of the whole session to the
buffering time [28, 31].

(4) Rate of Buffering Events. Buffering events distract users
from the content and it is annoying. A larger number of
buffering events means low streaming quality [28, 31].

(5) Average Bitrate. The average amount of bits transmitted
in a unit time during a session is called bitrate. The bitrate
usually varies in an IPTV session due to the bursty traffic
of the Internet [28, 31].

3.4.3. Joining & Leaving (J/L). The process of request by a
user for a channel and the system’s response to allow the
user completes the joining. Similarly, leaving demonstrates
the exit from the same which may be the result of quitting
the system or switching from current channel to another
channel.

3.4.4. Channel Switching (CS). It is the behavior event in
which a user selects a new channel while viewing one. The
time period between a user request for a new channel and
the time the channel is played is called channel switching.

3.4.5. Channel Popularity (CP). Channel popularity is mea-
sured through the number of join requests for a channel as
well as from the number of online users, also called the
instantaneous popularity.

We collect measurements that analyze one or more of
the abovementioned metrics and depict their summary in
Table 2. It is evident that each measurement focuses on
one or a few metrics. Furthermore, there are other variables
identified by these studies which have influential relation-
ships with these metrics. Such variables too are not present
in a single study as a whole which further necessitates the
analysis of these studies themselves for an abstract view.
Next, we discuss the analysis of these metrics from the
observations presented in different works.

3.5. Analysis of Metrics. Here, we present a synthesis of each
user behavior metric which has been analyzed in different
studies. Taking one metric at a time, we extract the observa-
tions regarding it, from different studies to provide an
abstract view of all works. We commence our synthesis with
the sojourn time.

3.5.1. Sojourn Time. Commonly, sojourn time is analyzed for
its lengths during different sessions. General observations
about the lengths [14, 41, 59] and fitting of statistical distri-
butions [39, 45, 60] are the major aspects analyzed for
sojourn time. According to their observations, majority of
works report short sessions in larger numbers as compared
to long sessions. A common reason for such a behavior
can be channel surfing which leads to very short sessions
as a user needs to select a channel for viewing. We tabulated
the sojourn time distributions in Table 3.

Weibull distribution dominates this list which has been
observed by a number of studies. Among other distribu-
tions, the generalized Pareto distribution is shown to fit
best with dropped tail for long sessions while lognormal
distribution for short sessions. Similarly, in the surfing
mode, Burr distribution is a best fit for sojourn time and
gamma distribution fits well with short sessions. Given
these observations, the selection of a consensual model is
not straight forward. It is due to the reason that some
external factors such as network connectivity type, device
type, and content type play a role in having an impact
on length of a session. To address that we separate works
that analyze sojourn time in the context of the device type
and connection type and show them in Table 4. It is again
evident that distributions vary according to the device type
(mobile/nonmobile) and connection type (WiFi, fixed, and
cellular). Therefore, in view of these observations, a con-
sensus on one model is not reachable.

3.5.2. Channel Popularity. Authors in [16] define channel
popularity in two ways. One is the ability to attract users that
can be determined from the users’ requests for a particular
channel. The other is to hold users in session, which can
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be perceived from the total sojourn times of users. They
observe that analyzing channel popularity on both these
parameters lead to similar results. They find Pareto distri-
bution as the best fit for popularity. Concerning other
measurements, most of them consider the frequency of
users’ requests. We show the observed models of different
measurements in Table 5. It can be seen that most of the
models observe Zipf distribution; however, most often, it
fits well with the head but not with the tail in the same
manner. Consequently, in [49], the head is modeled with
Zipf distribution and the tail is shown to fit well with
exponential distribution.

3.5.3. Peers Joining and Leaving Process. Peers independently
join and leave the system which turns the P2P network
highly dynamic. This joint effect is called churn and it has

a crucial impact on the performance of the system. Analyses
of joining and leaving by different measurement studies [41,
60] reveal high joining and leaving rates at the start and end
of a program, respectively. Furthermore, they observe stabil-
ity midway through a session; however, commercial breaks
lead to channel switching. Concerning the arrival process,
exponential distribution [60], piecewise-stationary Poisson
process [65], and nonhomogenous Poisson nature [34] have
been reported. Although the arrival process is not exten-
sively studied as sojourn time and popularity, mostly, Pois-
son distribution is used for its modeling.

3.5.4. Channel Switching. Users may hold a session in two
modes, namely, browsing and viewing. Browsing is the surf-
ing behavior while in viewing mode, a user watches the con-
tent. Surfing leads to frequent switches among the channels.

Table 2: Analysis of user behavior metrics in different studies.

Source System Provider Observation period Data
Observed metrics

ST SQ CS CP J/L

[34]

P2P

Spotify
2010–2011

Log

C C

[35] Dec. 2013–Jul. 2015 C

[36] P2P 06 months C

[37]
Unknown

2010 C C

[38] 03-Jun.-12–30-Oct.-12 C

[18] PPTV Apr 1st–14th, 2013 C

[15] Unknown Aug. 2008–Apr. 2009 C C

[39]

PPLive

Feb. to Nov. 2008
Crawler

C C

[40] Nov. 2006 (for 28 hrs) C

[41] 2006–2007 Crawler/passive C C C

[42] SopCast
Unknown

Unknown

C C

[43]
CDN Unknown

C

[44] 2-week period C C

[45] P2P PPLive, PP-stream, sop- cast, TVants Jun. 2006 Passive C

[46]

P2P

SopCast
Dec. 2008–Jan. 2009

Crawler
C C C

[47] Feb.–Mar. 2013 C

[48] Unknown Oct. 2011 to Apr. 2012

Log

C

[14] UUSee May to Jun. 2008 C

[49]

IPTV

Telco managed May 2007–Jun. 2008 C C C

[28] Unknown 2010 C

[31] Akamai

Unknown

C

[50]
CDN

Akamai C

[29] Unknown C C

[51]

P2P
PPLive

Unknown

C

[52] C

[53]
Unknown

C

[54] Hybrid CDN- P2P C

[55]

P2P

SopCast
Crawler

C

[56] Major League Baseball broadcaster In 2009 (3 hours) C

[19] PPLive Unknown Log C C C C

[57] PPStream Unknown Crawler C C

[58] IPTV Unknown 6-month period C

ST: sojourn time; SQ: stream quality; CS: channel switching; CP: channel popularity; J/L: joining/leaving.
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Surfing mode poses challenges in about all kinds of live
streaming architectures as it involves the initialization of a
new session for stream delivery and a starting delay is added.
It has been observed that users use button preference and
channel preference during channel switching. The former
is concerned on the choice of the button such as up/down
to switch frequently, and channel preference means how
often a user watches a particular channel. Work [66]
observes Zipf-like distribution for channel preference but
does not find any pattern for button-preference [66]. Under-
standably, the channel switching probability is higher in the
channel surfing mode [52].

Nonetheless, concerning button preferences, [49, 60]
observe 56–60% linear switches where majority of switches

that are 69–72% happen to be upward while 28–31% are
noted to be downward. Furthermore, [66] analyzes channel
switching behavior through using a semi-Markov process
and observes Poisson distribution for different channel
switches. Reference [67] analyzes commercial IPTV real
traces and analyzes how users select channels. They observe
that usually, users switch 4 channels on average before they
select a channel.

To conclude discussion on the analyses of user behavior
metrics, a plethora of measurement works have been carried
out. However, observations of these measurements are in
isolation and seem to depend upon the system. Therefore,
generalizing these observations is not trivial. Consequently,
as a next step, we attempt to combine the relationships
among different metrics and other factors observed in differ-
ent measurements.

3.6. Metric Relationships. The analysis has given earlier the
metrics which provide insight information utilizing models
with changing conditions. Therefore, it is critical to analyze
the impact of one metric on another and external impacting
factors that influence these metrics. Studies on the user
behavior also analyze such relationships usually for a subset
of variables. Therefore, in this section, we focus on these
relationships to put important variables of user behavior in
perspective. One again, we begin with sojourn time and
discuss its dependence on other variables.

Table 4: Sojourn time distributions based on the type of connection (TC) and type of device (TD).

Source System TC TD Sojourn time distributions

[16] CNLive

WiFi/3G
Mobile/nonmobile, nonmobile

(log-normal with σ = 1:2997, μ = 2:0738 for WiFi users),
(log-normal with σ = 1:3429, μ = 1:5808 for 3G users

[18] PPLive Pareto distribution

[19] IPTV Exponential distribution

[50] CDN Wired Quasi-experimental designs

Table 5: Channel popularity distributions.

Source Studied system Observed distributions

[16] CNLive Pareto distribution type I

[49] Telco managed Zipf-like head, exponential tail

[49] Telco managed Zipf with α = 0:5
[38] China Telecom Geometric

[64] Twitch Zipf

[60] Telco managed Zipf like

Table 3: Sojourn time distributions.

Source System Sojourn time distributions

[61] HTTP Weibull distribution

[34] Spotify Weibull, log-normal

[59] CNLive
Weibull (α = 3:1323, β = 4:5861), gen. Pareto (κ = 0:33795, σ = 605:74, μ = 601:0),

log-normal (σ= 1.6394, μ = 3:3172, γ = 6:1731)
[46] SopCast Weibull (α = 2:032, β = 0:233), log-normal (μ = 0:823, σ = 1:459)
[62] IPTV Burr distribution (α = 2:4, β = 5:06, κ = 0:81), gamma distribution (α = 0:453, β = 1192:1)
[16] CNLive Gen. Pareto (κ = 1:0259, σ = 4:0102, μ = 1), log-normal (σ = 1:3450, μ = 1:8370)
[63] IPTV Pareto, Weibull

[45] PPLive, PPStream, SopCast, TVAnts
Weibull (λ = 12:3, κ = 0:2), Weibull (λ = 322:1, κ = 0:4), Weibull (λ = 993:8, κ = 0:4),

Weibull (λ = 1572:8, κ = 0:6)

[45] PPLive, PPStream, SopCast, TVAnts
Weibull (λ = 12:3, κ = 0:2), Weibull (λ = 993:8, κ = 0:4), Weibull (λ = 322:1, κ = 0:4),

Weibull (λ = 1572:8, κ = 0:6)
[60] IPTV Lognormal (σ = 1:6394, μ = 6:351)
[34] Spotify Weibull, log-normal distribution
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3.6.1. Sojourn Time. Sojourn time is the core of user behav-
ior, and it has been observed that it is impacted by a number
of factors and metrics. These include the quality of stream-
ing, channel popularity, time of the day, peers joining and
leaving, device type, and connection type [16, 18, 50, 59].
Authors in [14] observe a strong correlation of it with the
initial quality of streaming. It means that a user receiving a
good quality stream in the start of a session tends to watch
it for longer time. Similarly, user’s sojourn time is longer
while watching popular channels as compared to unpopular
ones. Moreover, the time of the day influences sojourn time
as observed in [14]. Such an observation indicates how users
watch for longer or shorter durations over different times of
a day due to their availability for short or long periods.

Authors in [68] observe that flash crowd degrades the
streaming quality leading into an increase in early exit of
users which indicates an impact of the arrival rate on session
duration. Reference [34] remarks shorter sojourn times for
mobile users than desktop users. Similarly, 3G users have
shorter sojourn times than WiFi users. Furthermore, mobile
TV users have shorter sojourn times than IPTV users [16].
All these observations show impact of the device type and
connection type on sojourn time.

3.6.2. Joining and Leaving Process. Our extraction of findings
from different studies reveals impact of several factors on
joining and leaving rates of users. These include channel
popularity, time of day, streaming quality, device type, and
connection type. Works [16, 18, 31] have consensus on
varying joining/leaving rates over different kinds of chan-
nels. High joining rates of users are observed in popular
channels while the opposite has been noted in unpopular
contents [15]. Similarly, it has been revealed that stream-
ing quality influences the joining/leaving rates of peers
where users find it hard to view channels of low streaming
quality [19, 28, 31, 61]. Work [19] observes that due to poor
connectivity, a noteworthy number of mobile users quits the

sessions as well as the proximity in order to reconnect, there-
fore indicating an impact of the connection and device types
on arrival and departure.

3.6.3. Channel Popularity. Time of the day and joining and
leaving of users influence the channel popularity. Studies
[49, 60] observe diurnal patterns suggesting a peak of popu-
lation around noon time and another higher peak at the
beginning of the night. This clearly shows the influence of
time-of-the-day on popularity. Concerning the arrival and
departure rates, it is obvious that joining and leaving rates
influence popularity as affirmed in [40, 49].

3.6.4. Channel Switching. According to user behavior mea-
surements [51, 58, 66, 69], start-up delays, advertisements,
and channel popularity have influence on channel switching.
Start-up delay is part of the streaming quality which has an
impact on channel switching. Similarly, advertisements are
part of the content which has its own popularity so we keep
advertisements and channel popularity together.

To get an abstract view of the observations discussed
above, we place the involved variables into three groups
and term them as user, network, and the environment.
Here, sojourn time, popularity, joining/leaving, and channel
switching make the user group where all these variables rep-
resent user behavior metrics. Streaming quality and connec-
tion type are put in the network group since they determine
the network performance. Finally, we place the impacting
factors from outside the user behavior and network in the
environment which are time-of-the-day and device type.
We demonstrate these groups in Figure 1 in the form of a
causal graph. Here, the directed edge shows the impact of
an element on the other. This graph gives a global view of
all the observations made in different measurement studies
and can be used as the baseline for further measurements
and models.

connection
 type

Streaming quality
Start-up time
Average bitrate
Buffering ratio
Buffering event
Rendering quality

Sojourn time

Channel
 switching

Joining/
leaving

Channel 
popularity

Time of day

Device type

Network User Environment

Figure 1: Causal graph of user behavior metrics and external elements.
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4. Analysis Results

This section presents an analysis of P2P traces collected
from a deployed system. These traces are explained in detail
in [48]. We analyze these data in light of the observations
synthesized above and focus on those issues which have been
ignored earlier. Now, we present our analyzed metrics one
by one.

4.1. Sojourn Time. The existing studies on user behavior
analyze user behavior from mixed traces of all the users
of the system, and we are interested in individual behavior
in certain cases for crucial decisions such as topology man-
agement in P2P systems; therefore, we focus on sojourn
time of individual users. To do so, we separate data of an
individual user from the traces based on their MAC
addresses. As there are numerous users in the trace file,

we choose 8 users from it starting from one with more
observations than others. We depict a plot of sojourn time
frequency distribution in Figure 2(a). One can notice differ-
ent frequencies for different users; however, to have a fair
comparison, we also compute the percentage frequencies
to eliminate the difference appearing due to different num-
bers of total sessions.

We show the percentage cumulative frequency distribu-
tions in Figure 2(b). It clearly demonstrates the different
nature of sessions for different users, for example, the num-
ber of longer sessions is high for user 1 and user 8. By con-
trast, user 7 has all its sessions within a 50-minute limit.
Similarly, user 5 has produced the highest percentage of
short sessions which shows a user who is switching a lot of
channels.

Sojourn time is a key metric in a P2P IPTV system and it
has been extensively studied. However, these results add a
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new perspective to this area as they clearly show distin-
guished individual behavior.

4.2. Channel Popularity. We analyze the popularity from the
number of online users and user’s requests for a channel. As
shown in Figure 3, the number of online users over a typical
week period during each hour of the day reveals that the
number of users vary over different days of the week. Inter-
estingly, the number of users increases as the weekend
approaches while remaining low in the early week. To
analyze the impact of the time of the day, we depict the
population over day time in Figure 4(b). It is evident from
this figure that the population varies during a day, remaining

low early while reaching peak in the afternoon when users
come back home and turn their sets on.

To analyze the number of requests for different channels,
we choose the top 15 channels and show the number of
requests they get in Figure 4(a). Here, ch1 is the most popu-
lar channel with 6000 user requests. The curve is similar to
Zipf distribution which is a consensually used model for
channel popularity with little variations from system to sys-
tem. We also observed that the user stays longer on popular
channels as compared to unpopular channels.

4.3. Joining and Leaving. Joining and leaving of the users cre-
ate a combined effect called churn which is a hot area of P2P
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networking research. We analyzed joining and leaving dur-
ing day time and depicted the results in Figures 5(a) and
5(b), respectively. It can be noticed from the figures that
joining and leaving are time dependent just like the popula-
tion, and interestingly, both of these increase and decrease
simultaneously, along with the population. Therefore, an
important insight from this observation can be drawn for
the design of these systems to accommodate churn at peak
hours.

To sum up the discussion on analysis of dataset, we
observed that individual behavior is different than the global
behavior and analysis of popularity and joining/leaving is
consistent with other measurements. However, certain other
key points need to be investigated which could not be
accomplished from the current dataset due to its size. These
key points are the behavior analysis of a single user from
channel to channel and program to program.

5. Conclusion

User behavior in P2P IPTV is crucial for the performance of
the system, and therefore, numerous efforts are aimed at its
understanding. Each such study is restricted to a few vari-
ables due to the research interest, availability of data, and
nature of the system. Therefore, one or a few studies cannot
provide a comprehensive view of the user behavior. Keeping
in view the impact of user behavior on the performance of
the system, generalization of the user behavior in light of
the existing studies can be helpful in P2P IPTV systems as
well in other similar systems. Therefore, our work has two
main parts. Firstly, we collect and synthesize existing mea-
surements to get a comprehensive view of all works. We
found that measurements show consensus in large to model
users’ requesting frequencies for popular content. Similarly,
analyses of sojourn time remains consistent about the ratio
of short sessions and long sessions. Concerning the observed
distributions, they are shown to be varying among different
studies in terms of models and/or parameters. Nonetheless,
the behavior of individual users is not considered perhaps
due to privacy and technical issues such as identification
and tracking of individual user in the dataset. Furthermore,
this work synthesizes the relationships among different ele-
ments of user behavior. It demonstrates the dependency
insights from different measurements in a casual graph. This
graph provides a consistent view of independent studies and
it can be used for further investigation. Secondly, this work
performs an analysis of individual user behavior from logs.
It is noticeable from the results that individual users behave
differently, and therefore, applying a global behavior to an
individual user may not be reliable. Instead of considering
a generalized behavior, clustering of users for similar behav-
ior may produce better results.

6. Future Work

In future work, we intend to collect and analyze a larger
dataset and see the possibility of clusters of users based on
their behavior. This can further be extended towards
individualized models for fine tuning the NGWN systems

according to the expected behavior of users. Machine learn-
ing could be an appropriate choice to build such models.
These models could also be applicable to other areas to con-
struct user-oriented networks.
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