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In software testing, the selection of test data is a difficult problem in structural testing. Whether the test data is appropriate or not
is directly related to whether the error can be expected to be detected. In the process of software testing, the generation of test data
is not only the core problem but also the key and difficulty of software testing. Because of the huge number of test cases and low
test efficiency, a powerful optimization algorithm is needed to optimize the initial test cases. As a robust search method, genetic
algorithm shows unique advantages and high efficiency in solving high-complexity problems such as large space, multipeak,
nonlinear, and global optimization. Based on the application of genetic algorithm, this paper analyzes the optimization path by
classifying and calculating the objective function and introducing NSGA-II algorithm, measures the distance between each
branch on the processing path sample set, and sorts the path set to obtain the optimal solution. On the basis of the designed
model, the experimental results show that the error control rate of the model is 89.4%. Moreover, because of the superiority of

NSGA-II algorithm, the probability of comprehensive cross mutation is increased by 56.7%.

1. Introduction

With the rapid development of computer science and tech-
nology, the continuous emergence of new computer soft-
ware and hardware technologies, and the wide and in-
depth application of computers in various industries of the
national economy, computer software technology, as an
indispensable part of computers, plays a more and more
important role [1]. Ensuring software quality has become
an important topic in the field of software in recent years.
Some defects in the software will probably directly lead to
software failure, especially in some key areas with large
number of users or high safety factor [2]. Software testing
is an indispensable part of the software life cycle, and it is
also a very complex process, which may greatly extend the
time of the software life cycle [3]. The rapid development
of computer makes software face more and more require-
ments. These requirements often make the software system
become huge and make the overall complexity of the soft-
ware system higher and higher, and the demand for software
testing and reliability is stronger and stronger [4]. However,
people’s ability to develop high-quality software lags far

behind the increasing demand of the society for computer
software, and there are many hidden faults and defects in
the developed software system.

Undoubtedly, improving software quality, like improv-
ing software productivity, has become a problem that must
be always concerned and solved in the whole software devel-
opment process [5]. The purpose of software testing is to
generate test data and find the errors in these test data.
Therefore, an excellent system test environment should have
the ability to differentiate good test data from bad test data.
It should be able to detect good test data and generate them
[6]. For general complex software, path coverage is an
important test method, and it has been proved that many
test methods can be transformed into path coverage test data
generation. Most genetic algorithm-based path coverage test
data generation methods generally cover one target path at a
time [7]. Testers generally use manual methods to design
test data. The automatic generation of test data will effec-
tively reduce the labor intensity of testers and save the cost
of software development [8]. For the multipath coverage test
data generation problem, it is transformed into a function
optimization problem, and a mathematical model is
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established [9]. In order to reduce the computational cost,
the coarse-grained function is used as the objective function.
The target paths are grouped according to the objective
function, and each group of individuals conducts indepen-
dent evolution [10]. As a technology, genetic algorithm is
used in the process of automatic test cases. According to
the existing research, evolutionary testing is often called
genetic algorithm in the literature.

Software testing is one of the main feasible methods to
increase programmers’ great confidence in the correctness
and reliability of software [11]. Contrary to static analysis,
the software execution involved in dynamic testing tools is
the feedback of generating test data according to software
testing and relying on software implementation. Take the
logical precautions of the original software to ensure that
these additional instructions have no impact [12]. Optimiza-
tion technology is a risk-based regression testing strategy,
which aims at finding the most potential defects in the tested
software with the least number of test cases, including test
case selection technology, test case minimization technology,
and test case prioritization technology. The optimization
model of the above problem is established, and the multiob-
jective evolutionary algorithm is used to solve it [13]. The
idea is as follows: first, take multiple paths as decision vari-
ables; establish a multiobjective optimization model based
on the number of edges, paths, and their coverage difficulty
contained in the decision variables; then, use multiobjective
evolutionary algorithm to solve the model, and obtain the
target path set [14]. However, in the above research and
analysis, the problem of software test path selection optimi-
zation model and its evolutionary solution has not been well
solved. Therefore, this paper puts forward the following
innovations:

(1) For the software with random data and other uncer-
tain parameters, the test adequacy criterion of path
test with random data is given. According to the
given test criteria, the optimization model is estab-
lished. To solve the problem of test data generation,
an evolutionary solution method based on genetic
algorithm is adopted [15]. For the path coverage
problem of this kind of software, establish an appro-
priate test adequacy criterion

(2) Aiming at the problem of increased testing difficulty
caused by the existence of multiple processes and
communication statements in parallel programs, this
paper proposes a path test selection method suitable
for this situation. In the process of establishing the
design model, taking multiple parallel program paths
as decision variables, the objective function is com-
pared and analyzed through adaptive function,
NSGA-II, and other algorithms, and the optimal
solution is obtained under linear constraints

The chapters of this paper are arranged as follows: The
first chapter of this paper is the introduction, which dis-
cusses the background and significance of the topic selection
and expounds the innovation of the article. In the second
chapter of this paper, the innovative achievements and the
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research ideas of this paper are put forward based on the
research achievements in the field of optimization model
and evolutionary solution of software testing path selection
by genetic algorithm at home and abroad. The third chapter
of this paper is the method part, which deeply discusses the
application and principle of related algorithms, and based on
the previous research results, combined with the innovation
of this paper, a new software testing path selection optimiza-
tion model and its evolutionary solution model are pro-
posed. The fourth chapter of this paper mainly discusses
the experimental part of the application of the algorithm.
Through the experimental results, on the basis of sorting
out the data, an optimization model is established. The fifth
chapter is the summary part, which summarizes the research
results and shortcomings of this paper, as well as the pros-
pect of follow-up research.

2. Related Work

Aghabeig and Jaszkiewicz think that regression testing is an
important stage in the process of software testing. When the
code is modified, the software hardware platform is changed
or the hardware configuration is changed; regression testing
must be carried out. As an integral part of the software life
cycle, regression testing occupies a large proportion of the
workload in the whole software testing process, and multiple
regression tests will be conducted in each stage of software
development [16]. Hu et al. proposed that the test case opti-
mization technique is a risk-based regression testing strat-
egy. Its purpose is to use the fewest test cases to find the
most potential defects in the software under test, and on
the one hand, it can save computing resources and time
and, on the other hand, can reflect the adequacy of the test
[17]. The static analysis tool pointed out by Tong et al. can
analyze the code not executed under the test software
whether manually or automatically. It is a limited plan that
contains array references, pointer variables, and other
dynamic structure analysis techniques [18]. Martowibowo
and Kaswadi put forward a theory and method of software
testability transformation based on the dominance relation-
ship of target statements. The basic idea is if there is another
target statement that makes the target statement dominate
the original target statement, the new target statement will
replace the original target statement to generate test data,
thus eliminating the adverse effects of the marked variables
[19]. Research by Adame and Salau shows that static testing
is the process of finding possible errors in program code or
evaluating program code without executing program code.
Dynamic testing examines the dynamic behavior and results
of a program by running it on sample test data to find bugs.
Dynamic testing consists of three core components: generat-
ing test cases, running programs, and verifying program
results [20]. Liu et al. proposed how to reasonably and effec-
tively select the test data as the input from the huge input, so
as to meet the specific coverage criteria, and how to design
good test data, which will affect the test quality and then
the software quality. Generating test data reasonably is the
basis of implementing efficient software testing [21].
WangPing et al. used interval operation to select the path
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FIGURE 1: General flow chart of genetic algorithm.

for the problem of unreachable path in cell coverage test.
The method first selects a section of the path, then judges
the reachability of the path through interval operation, and
if it is unreachable, it modifies it and finally obtains a reach-
able path containing elements to be covered [22]. Han
pointed out that software testing is the execution of a soft-
ware system or component under given conditions and the
act of observing or recording the results. A test case used
in software testing is a collection of data used for a specific
purpose, such as input data, program paths, execution con-
ditions, and test requirements [23]. The research results of
Cao et al. show that component-based software engineering
is a technology to ensure efficient and high-quality software
development. However, for component-based software, how
to ensure software reliability is also a difficult problem for
test engineers, and software testing is a necessary means to
ensure software reliability [24]. Li et al. put forward that
some representative operations or data will be selected in
software testing, and they will form test cases. By using these
operations and data on the tested program, the actual feed-
back information of the tested program will be obtained,
and then, it will be compared with the expected results,
and finally, the conclusion of whether the tested program
meets the expected results will be obtained [25]. Shakya
and Smys’ studies show that each chromosome corresponds
to a solution to the problem. The genetic algorithm starts
from the initial population, adopts the selection strategy
based on the proportion of fitness value to select individuals
in the current population, and uses hybridization and muta-
tion to generate the next generation population [26]. Al
pointed out that if the GA algorithm does not make corre-
sponding judgment on the test feedback and makes corre-
sponding adjustment when necessary, the GA algorithm
may derive illegal data that does not meet the definition of
the program under test. Bryan F. Jones converts variables
into bit strings and uses bits as nodes for mutation and

crossover. In small populations, better optimization results
can be obtained only by mutation [27]. Alphonse et al. think
that by combining complex network with software testing,
the program is constructed into a weighted complex net-
work, and the key nodes and key test paths in the program
are found out. Then, the software test paths are clustered,
and the representative paths are selected from each class to
get the minimum test path [28].

Based on the research of the abovementioned related
work, this paper determines the positive role of genetic algo-
rithm in the field of software testing path selection optimiza-
tion model and its evolutionary solution and builds a genetic
algorithm model that combines multiple algorithms. Genetic
algorithm analysis conducts in-depth analysis and research,
uses data more effectively, mines valuable knowledge hidden
behind data, and discovers and finds potential problems that
affect Ruan Jiyou’s test path selection optimization model
and evolutionary solution.

3. Methodology
3.1. Analysis and Research of Related Theories

3.1.1. Software Test Data Generation Based on Genetic
Algorithm. A general genetic algorithm is an adaptive global
optimization probabilistic search algorithm formed by simu-
lating the genetic and evolutionary processes of organisms in
the natural environment. GA search algorithm is an iterative
process search algorithm of “survival + detection.” In order
to solve the problem of circular path, this paper proposes a
new path exploration method, which reduces the number
of states required to achieve high coverage. This method first
determines the state priority and then prunes the new states
created without changing the code coverage state. The
genetic algorithm takes each chromosome in the population
as the object and uses random method to guide the coded
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parameter space to perform evolutionary search to find the
optimal solution. It has the characteristics of self-organiza-
tion, parallelism, independence, and multisolution, which
is in line with the analysis of the software test path experi-
ment in this paper. Figure 1 is the general flow of the genetic
algorithm.

As can be seen from the above figure, firstly, in the ran-
domly generated initial population, the number of individ-
uals is generally certain, and each individual is represented
as chromosome-based coding. Then, the fitness of each indi-
vidual is calculated to judge whether it meets the optimiza-
tion criteria. If it does, the optimal individual will be
output. At the same time, it also has the optimal solution.
If it does not meet the requirements, the circular calculation
will continue to screen. In the regenerated individuals, the
high and low fitness screening, the high fitness will have a
high probability of being selected; on the contrary, it will
have a low probability. According to a certain method of
variation and crossover, the optimal solution analysis is con-
tinued in the new generation of population selected by
Shuai. The optimal solution set can be obtained by recipro-
cating calculation.

The genetic algorithm is superior to the traditional opti-
mization method because its search space is a population,
not a single solution; the genetic algorithm uses the fitness
function in the evolution process, which can solve all kinds
of fitness functions and constraints; the genetic algorithm
does not use the determination The state transition rule
adopts probability, so it can perform global search very well.
Because the self-moderation should be considered when
applying genetic algorithm to solve the optimal analysis of
software path testing, it is necessary to design an appropriate
fitness function to evaluate the performance of test data. By
replacing the original samples and data on the template of
genetic algorithm, the process of generating software test
data using genetic algorithm can be expressed as follows:
coding the input data to form individuals in the initial pop-
ulation; using random method to produce a specific number
of individuals, so as to form the initial population; taking the
generated individual as input, the tested program can be run
after inserting, so as to obtain the individual fitness; genetic
screening of individuals according to fitness to form the next
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FIGURE 3: Schematic diagram of information sharing among
individuals.

generation of population; and cycle the above process until
an individual meeting the conditions is found, or the given
termination criteria are met.

3.1.2. Software Test Path and Data Filtering. In order to
improve the generation efliciency of multipath coverage test
data, a suitable mathematical model must be established. In
fact, in the process of evolution, the generated test data may
not cover the current target path but may cover other target
paths. Therefore, this paper chooses an appropriate method
to improve the utilization rate of test data. The success of the
fitness function directly affects the success of the algorithm.
The function value of fitness function represents the test effi-
ciency of test cases in the parameter domain corresponding
to an individual, and the test cases corresponding to individ-
uals with high fitness have higher test efficiency. Such test
cases can cover as many component-based software paths
as possible in a shorter time and find more component-
based software errors.

It is necessary to introduce the evaluation function. The
path crossed by the test data X is P(X). It is assumed that the
branch distance of P(X) from the target path is B,(X). Then,
for the test data X of the target path, the defined evaluation
function is expressed as follows:

gp(X)=fp(X) + (1 - 1.01*BP<X>). (1)

If and only if the path X traversed by P(X) is the target
path, that is, P(X)=P, then g,(X)=0. Obviously, the
smaller the value of g, (X), the closer X will be to the test tar-
get. Figure 2 shows an example of program control flow.

If there are three test data, and the second and third test
data will execute condition 2, the first test data will deviate
from the branch of the original objective function after com-
pleting condition 1, so the fitness of the second and third test
data will be much better than test data 1. At this time, this
paper assumes that the condition is ifa > 8. When inputting
data @, the value of a after running the assumption is
recorded as a(®@), and the calculation formula of branch dis-
tance corresponding to this input is as follows:

dist(@) = { .a(@) 28, (2)

8-a(@),a(®) < 8.

At this time, this paper uses fitness(®@) to represent the
fitness function of individual @. In general, fitness(®) is the
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sum of layer proximity and branch distance, as follows:
fitness(@) = Appr(@) + Normal(dist(@)). (3)
Among them,
Normal(dist) = 1 - 1.001°%", (4)

In the above formula, it is the calculation formula of
standardized branch distance. ® contains exactly all test
data, which is a necessary and sufficient condition for indi-
vidual fitness function fitness(®@) = 0. Therefore, when the
individual fitness function @ is smaller, it means that the dis-
tance between fitness(@) and the target is smaller. In this
way, the genetic algorithm can be used to solve the problem
from the perspective of minimizing the problem.

With the solution of subproblems, the number of popu-
lation will decrease correspondingly. However, in the tradi-
tional multipopulation genetic algorithm, the number of
population is always the same. Finally, there are differences
in communication methods among populations. Therefore,
this paper proposes an individual information sharing
between different populations, so it is also necessary to share
information between individuals. Using the form of simulta-
neous evolution of multiple groups, each subpopulation
optimizes a subproblem. In this way, individual information
is shared among different populations during evolution to
increase the solution range of various groups, so as to
improve the solution efficiency. Generally, a random method
is selected to generate a subpopulation with a population size
of i for the min f,(@i)th suboptimization problem m as fol-
lows:

M(P)) = {@il, @i2, -+, @im}. (5)

Including i=1, -+, n. @, represents the i individual in
the j subpopulation. All subspecies evolve independently.
Therefore, f;(@;;) represents the fitness of individual @;;.
Figure 3 is a schematic diagram of information sharing
among individuals.

Therefore, when it is necessary to judge whether the
individual @;; is the optimal solution of the kth optimization
subproblem min f, it is not necessary to calculate f(@;),
and it is only necessary to judge whether the path @;; tra-
versed by the individual P(@;) is equal to the target path
Py If P(@;;) = Py, then @;; is the optimal solution of the k
subproblem; otherwise, @;; will not participate in the evolu-
tion of the k subpopulation. At the same time, there is no
need to calculate the fitness value @;; of k to the f(@;;) opti-
mization problem at this time.

3.2. Optimization Algorithm Design and Evolutionary
Computation. We want to get as many test path sets as pos-
sible, so that more sample sets can be included in the calcu-
lation, so as to meet the adequacy criterion of the test. Set the
path set corresponding to the decision variable as X, and the
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set including edges is
E =x; Ux,U---Ux,,. (6)

Then, the number of edges |E| contained in the path at
this time can be expressed as follows:

J1(X) =—[E[ = =[x; UxyU---Ux,,,|. (7)

In the set of selectable paths, it is hoped that redundant
paths can be reduced, so the number of paths needs to be
as small as possible. This is because the fewer paths, the less
test data need to be generated, thus reducing the time con-
sumption of path testing. Halstead measure is introduced
here, which can effectively express the complexity of the pro-
gram, and it is expressed as follows:

D(x)=6n" +O,N". (8)

In the above formula, n*, N* is obtained after the linear
normalization of 1, N. When the influence on Halstead mea-
sure is different, the given 0 is also different. In the process-
ing of the above indicators, it is found that the smaller the
difficulty of path coverage, the fewer functions and expres-
sions in the path set, and the fewer edges and paths may
be included. Therefore, there is a linear relationship f(x),
and it is in a positive correlation. So the optimization model
of the objective function is

min (f,(X),£,(X) ). (9)

Generally speaking, if a path set contains more edges,
then more paths should be needed, and the path set coverage
is difficult. However, we expect that the path set contains
fewer paths and the coverage is less difficult. Therefore,
including f;(x), f;(x) two conflicting goals is a typical two-
goal minimization problem. At this time, it is necessary to
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adopt targeted methods to efficiently obtain the optimal
solution set on the objective function of the problem.

Since NSGA-II is one of the most widely used and best
effective methods for solving continuous optimization prob-
lems, it is quite reasonable to use this method to solve evolu-
tionary problems in this paper. In the process of finding the
target path set, the individual scale can be changed through
the crossover operation, and new individuals can be gener-
ated. As can be seen from the above section, the individuals
in this chapter are a set, and there are two ways to generate
new individuals through crossing, the crossing between sets
and the crossing within sets. Because of the crossover oper-
ation within the set, the newly generated individual will con-
tain unreachable or incomplete paths. At this time, you can
get:

X, = (x], X3, x7), (10)

Xzz(x;,xg,‘--,xf). (11)

This is for individuals in a single set, but it also has a
good effect in the whole changeable genetic process. Judge
the individuals who need to perform mutation operation
according to the individual mutation probability: then, ran-
domly select a gene position that needs mutation, that is,
the mutation point; finally, a path is randomly selected from
the initial path set to judge whether the path is repeated with
the path in the current individual. If the formula is repeated
on this path, a new path needs to be selected. If it is not
repeated, the path needs to be replaced by the path on the
mutation point. If no such path exists in the initial set of
paths, no replacement is required.

4. Result Analysis and Discussion

In order to establish a scientific, feasible, and practical model
system, it is the prerequisite and foundation for correctly
calculating the optimization path and the software testing
path of evolutionary analysis. Therefore, the principles of

integrity, scientificity, and accuracy should be followed when
establishing the model structure. This paper designs the
optimization and evolutionary calculation model of software
test path based on genetic algorithm. In the experiment, the
reliability and accuracy of the model will be described from
several important parameters: the reduction rate of different
selected path sets, the efficiency of optimized genetic algo-
rithm, the number of path set test errors, the probability of
cross mutation, and the overall path optimization rate. In
the following, M1 and M2 are selected as the experiments
on the reduction rate and the optimization of the efficiency
of the genetic algorithm for different path sets, as shown in
Figures 4 and 5.

For each selected experiment path set, the selected
method is path set, which can greatly reduce the number
of paths. Among them, the average reduction rate is the larg-
est M1, up to 57.33%, and the smallest M2. Compared with
the same multiobjective function, the number of paths will
be less, and the reduction rate will be higher. However, the
algorithm designed in this paper can not include all edges,
including reachable edges, which means that it can not meet
the adequacy criterion of the test. Therefore, when selecting
the path set, we should pay attention to the number of
redundant paths in order to affect the final result. In terms
of the efficiency of the genetic algorithm, it can be clearly
found that the optimized calculation process has been
greatly simplified. With the increase of the number of sam-
ple sets, the overall trend is upward, which also shows that
the efficiency is continuously increasing. However, accord-
ing to the actual calculation, it will not increase when it
reaches the average value of 75.8%. Although there is infinite
growth in theory, in practice, due to the constraints of the
site and energy, there will be no extreme growth. But overall,
the efficiency of the optimized genetic algorithm is improved
by 70.9%. Let A, B, and C be the experimental set of the
selected unprocessed path set on the number of path set test
errors, as shown in Figure 6.

Since there are always errors in the actual test, it is nec-
essary to control the number of error individuals, which is
also necessary to obtain accurate results. In the figure above,



it can be found that sample set A has a good stability and is
at a low level on the whole quantization axis. The other two
sample sets B and C, although compared with each other,
have a large number of error individuals, but in the whole
sample set, their error individuals are extremely few. Because
the cyclic calculation in genetic algorithm often produces
repeated results, there are still repeated errors in the error
individuals, but they will also be counted as the second error
individuals or even multiple error individuals in model
detection. Therefore, but overall, the error control of the
model designed in this paper has been in a reasonable range,
and the comprehensive error control rate is 89.4%. Let X1
and X2 be the test sample set on the probability of cross
mutation and the overall path optimization rate. The exper-
imental analysis are shown in Figures 7 and 8.

In the calculation of genetic algorithm, crossover and
mutation often occur, which is also determined by the char-
acteristics of genetic algorithm. In the general sense of inher-
itance, the increase of the probability of crossover and
mutation means that the number of samples that can be gen-
erated is greatly increased, which is conducive to the emer-
gence of excellent samples, and an optimized sample set
can be formed as soon as possible. After the experiment,
the cross mutation rate of the model designed in this paper
basically keeps a high state, which will be more powerful
than the selection of excellent subsets and facilitate the opti-
mization calculation. Because NSGA-II algorithm is embed-
ded in the analysis, it also strengthens the efficiency and
accuracy of continuous optimization. With the support of
optimization calculation, the probability of comprehensive
cross-mutation is increased by 56.7%. Figure 8 shows the
analysis of the overall model, which basically maintains the
stability in the optimization scheme and calculation, which
plays a good role in a large number of repeated calculations
to prevent large differences in the processing of different
sample sets, resulting in the failure of sample sets.

5. Conclusions

The path generation and selection method in the existing
path test have low test efficiency, high test overhead, and
easy generation of redundant test paths, which makes the
test efficiency difficult to meet the requirements. This paper
studies the path selection optimization model for software
testing and its evolutionary solution. Test case prioritization
is implemented with genetic algorithm. Genetic algorithm is
a method to search the optimal solution by simulating the
natural evolution process. This paper proposes a genetic
algorithm suitable for the optimal path prioritization of test
software. In the selection stage, in order to select individuals
more accurately, we use fine-grained fitness function to
select individuals. By using local evolutionary genetic algo-
rithm, we can generate test data more efficiently, and by
selecting different evaluation functions at different stages of
the algorithm, the calculation cost is greatly reduced. The
model is based on genetic algorithm, combined with the fit-
ness function formulated according to the actual situation;
uses the selection, replication, crossover, mutation, and
other operations in genetic algorithm; takes the methods of
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data flow chart analysis and selection, program insertion,
and so on as the auxiliary; and calculates the test data of
the optimal path according to the evolution of the selected
path. But overall, the model designed in this paper has been
in a reasonable range for error control, and the comprehen-
sive error control rate is 89.4%. Moreover, due to the superi-
ority of the NSGA-II algorithm, it also strengthens the
efficiency and accuracy of continuous optimization. With
the support of optimization calculations, the probability of
comprehensive crossover variation is improved by 56.7%.

Data Availability

The figures used to support the findings of this study are
included in the article.
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