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In order to solve the problem of the specific application of Internet of Things computer network security monitoring technology
in infrastructure construction, a method of remote network monitoring system design is proposed, taking tunnel security
construction as an example. According to the characteristics of construction tunnel safety monitoring, this method provides
theoretical guidance from several aspects, such as computer remote monitoring, data decision analysis, safety control,
personnel positioning, and data management. Through experiments, it is found that in the safety detection experiment, when
the data is extracted within 2 minutes for detection, the detection accuracy is higher than 80%, and if it is 4 minutes, the
detection accuracy is higher than 90%; in the response time test, the local control response time is generally less than 1 s. In
the remote control response time test, the response time can generally be within 3 s, and it may be greater than 5 s. The
designed construction tunnel monitoring system transmits the collected data to the monitoring terminal remotely. Then, the
sensor data is analyzed for timing decision-making. This method can effectively calculate the safety status of each monitoring
unit of the current tunnel according to a certain algorithm and formulate corresponding emergency measures according to the
safety status.

1. Introduction

With the rapid development of Internet of Things technol-
ogy, its application scope is becoming wider and wider. At
present, the Internet of Things has been widely used in intel-
ligent building, smart city, smart transportation, smart
home, logistics system, environmental detection, digital
medical, energy conservation, fire protection, and other
fields. With the continuous development of the transporta-
tion industry, more and more tunnels have been put into
use. As the tunnel environment is bad and accidents are easy
to happen, the safety of the tunnel has become a big problem
of traffic safety. How to ensure the safe operation of the tun-
nel will have a very important significance. With the increase
of China’s investment in infrastructure construction, the
safety of tunnel construction has been widely paid attention
to. Common tunnel disasters include fire, excessive harmful
gas, water inrush, and collapse. How to predict the disaster
and control the safety after the disaster is a key point of

tunnel construction monitoring. Construction of tunnel
monitoring system is a huge system, involving multidisci-
plinary knowledge such as computers, communications,
and software development. According to the characteristics
of the construction of tunnel safety monitoring, exploratory
research was carried on from the aspects of the data
decision-making analysis, safety control, personnel position-
ing, data management, and so on. A construction tunnel
safety monitoring solution based on Internet of Things was
proposed in the paper. The environmental characteristics,
safety protection requirements, and control requirements of
the construction of tunnel were analyzed in detail. The disas-
ter characteristics of the tunnel fire, harmful gas exceeding
bid, water inrush, collapse, and main protection points were
introduced in this paper. Combined with the actual situation
of the tunnel construction, the method of combining the
local control and remote control of tunnel safety control
was put forward. When the level of tunnel disaster was low,
the control command was sent through the monitoring
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software to drive the control execution equipment in the tun-
nel field for control. When the level of tunnel disaster was
high and the onsite danger was beyond local control, the
monitoring software requested the remote assistance from
the remote 3G terminal and reported the onsite situation.
At the same time, in order to manage and monitor the con-
struction personnel better, the construction tunnel monitor-
ing system used ZigBee network to locate the construction
personnel. The designed construction tunnel monitoring sys-
tem conducted timing decision-making analysis of sensor
data. The method could effectively calculate the current secu-
rity status of each monitoring unit of the tunnel according to
a certain algorithm and work out the corresponding emer-
gency treatment measures according to the security status.

Taking the tunnel construction as an example in this
paper, based on the Internet of Things computer network,
timing decision-making analysis of construction tunnel
monitoring system and sensor data were conducted. The
current tunnel safety state of each control unit was calcu-
lated according to certain algorithm. According to the safety
state, the corresponding emergency treatment measures
were formulated, providing several sets of emergency
response plan for the users to choose and implement.

The Internet of Things needs to ensure the security and
confidentiality of computer network information transmis-
sion during the operation process and strengthen the man-
agement of network services. Illegal program codes in the
Internet will destroy important data and control functions
in the IoT system. Therefore, managers need to strengthen
the management of illegal program codes and formulate
effective control measures to ensure the security of the code
running in the IoT system. IoT managers need to strengthen
their awareness of network security prevention, formulate
effective solutions for specific problems, and ensure the
security of network communications. The application of
remote control technology can meet the needs of remote
data transmission and acquisition, and managers need to
strengthen the management of network codes during the
period. Prevent illegal code from damaging the IoT system
and affect communication security.

2. Related Works

Shi and Zhou believed that it was of great significance to
study remote tunnel monitoring system based on Internet
of Things architecture. Ensuring the safe operation of tun-
nels was not only a management system issue but also
required a reliable technical support [1]. Mansour et al.
believed that doing a good job in the tunnel safety emer-
gency command, it was necessary not only to establish a per-
fect safety management organization system but also to
establish an efficient and intelligent information manage-
ment system [2]. Chen et al. believed that the remote tunnel
monitoring system could provide data support for manage-
ment and decision-making for the management. The man-
agement could realize real-time monitoring and remote
control of the tunnel conveniently, eliminate potential safety
hazards in advance, and take emergency rescue measures in
case of emergencies, reducing harm and loss and improving

the intelligence of the system [3]. Tong and Sun believed
that the development of Internet of Things technology in
China was still in the initial stage. And various technologies
and modes were not mature enough and the application
scope was not very wide [4]. Wei et al. believe that the devel-
opment of the Internet of Things focuses on the world, and
China is no exception. The next major target of the informa-
tion industry is the Internet of Things [5]. Honar Pajooh
et al. believed that the application of IoT technology in tun-
nels not only improves the data level of tunnels but also pro-
motes the development of the entire IoT industry [6]. Wei
et al. believed that the safe operation of tunnels was an
important part of the safety work of China’s transportation
construction industry [7]. The safety monitoring and emer-
gency rescue work of tunnel operation can greatly improve
the level of safety monitoring and emergency linkage in the
whole traffic construction industry. Qiao believed that the
research of the application of Internet of Things technology
in tunnel remote monitoring system also had reference sig-
nificance for the Internet of Things research on construction
safety in transportation construction industry and the con-
struction of unified safety monitoring and emergency com-
mand system [8]. The Internet of Things has grown
rapidly since it was first proposed in 1995. Many universities
in China have conducted in-depth researches on the auto-
matic monitoring of the Internet of Things. Guo et al.
believed that the Internet of Things was applied in various
industries constantly and smart cities and smart transporta-
tion were advocated throughout the country [9]. At present,
China’s monitoring system based on the Internet of
Things is also developing rapidly, but there are also some
problems. Most of the monitoring systems are only simple
technical improvements of the traditional monitoring sys-
tems, with lacking of the idea of thing-thing connecting.
Zhang et al. believed that most monitoring systems only
used a single sensor and a single communication mode
and the integration degree was not high [10]. The whole
process of monitoring system includes the data acquisition,
communication, processing, evaluation, and visualization.
Part of the link still does not involve the Internet of Things
or the function is relatively weak. Most monitoring systems
based on the Internet of Things are applied in logistics sys-
tem, earthquake disaster, and other aspects, but there are
few applications in engineering. Due to the limitation of pre-
cision, reliability, and durability of Chinese instruments,
hardware from different countries and software from China
are often adopted by large-scale monitoring systems based
on the Internet of Things. And the system is not highly inte-
grated. The traditional tunnel monitoring system in China
mostly uses fieldbus technology to transmit the underlying
data. There are some disadvantages in this way. The cost of
wiring is a great overhead, and the complexity and difficulty
of wiring and maintenance bring great trouble to the con-
struction personnel. It cannot meet the requirement of
dynamically adding monitoring points in the tunnel. If new
monitoring points or monitoring quantity are needed, rewir-
ing is required. The complexity and difficulty is imaginable.
According to the characteristics of construction tunnel secu-
rity monitoring, a construction tunnel security monitoring
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solution based on wireless sensor network was proposed in
the paper. The analysis of Internet of Things computer net-
work security and remote control technology is shown in
Figure 1.

3. Method

The monitoring system of construction tunnel is a concen-
tration of sensor data collection, data analysis and process-
ing, the disaster in situ processing equipment, the 3G
remote linkage equipment, mobile positioning multifunction
as one whole system, detecting all kinds of disasters in the
tunnel real-timely, and reporting the data to the monitoring
center. Monitoring software analyzes and processes the data.
According to the level of risk, local tunnel processing equip-
ment is called and 3G remote linkage mechanism was
started, respectively, to ensure that losses caused by tunnel
disasters are minimized. The hardware structure of tunnel
monitoring system is composed of sensor network, 3G net-
work, ZigBee network, and monitoring center [11]. Sensor
network mainly accomplishes data acquisition. The data of
acquisition include temperature, humidity, light, oxygen,
carbon dioxide, carbon monoxide, smoke, nitric oxide,
nitrogen dioxide, methane, dust, noise, wind speed, liquid
level, stress, vibration, and displacement. Because wireless
sensor nodes use batteries, the data acquisition is a way of
a time interval for a period of time to collect data. Sensor
nodes for each data set the alert value. Once the collected
data exceeds the alert value, the node enters emergency
pass-through mode. The node collects data uninterruptedly,
so that policy-makers can timely grasp the change trend of
the disaster. When the collected data falls below the safe
value, the node exits the emergency pass-through mode.
The collected data is sent to the wireless gateway through
the WIAPA network and then sent by the gateway to the
remote computer network monitoring center through the
router [12, 13]. WIA network is an industrial wireless net-
work in full compliance with the national standard for
WIA-PA of process automation. A WIA network consists
of at least one WIA gateway and one device and a WIA gate-

way can manage 100 devices at most. The application of
WIA-PA technology will help to reduce the risks of the pro-
duction and use of enterprise-related products, ensure
industrial safety, and promote the realization of industrial
energy conservation and emission reduction targets. Multi-
ple WIA networks can form large-scale complex networks
through Ethernet interconnection [14]. The 3G information
is sent by the monitoring center to the 3G terminal equip-
ment supplier through the Internet network, then to the
3G public network by the supplier’s server, and finally to
the 3G terminal equipment by the 3G public network [15].
ZigBee network consists of master node, mobile node, and
anchor node. The host node acts as a network gateway and
is responsible for collecting data from streamers and mobile
phones. At the same time, the mobile phone counts the data
location of the mobile phone together with the anchor point
through the data extension. The positioning algorithm of
ZigBee wireless positioning network adopts RF-TOF ranging
positioning technology, and the position of construction
personnel can be calculated by placing the sensor node on
the helmet of construction personnel. In recent years, indoor
positioning has gradually become a basic function in many
terminal applications, including civil use, disaster protection,
and peacekeeping missions. Indoor positioning technology
has tended to mature. At present, it has been widely covered
and applied to many scene management systems, providing
cost-effective convenience for all-time managers and users.
Compared with the satellite positioning which is only relied
on outdoors, signal sources used for positioning are numer-
ous in indoor scene. Due to different indoor location signal
sources, a variety of indoor location algorithms are also pro-
duced. One of them is the location algorithm based on rang-
ing, which depends on the hardware with direct ranging
ability, namely, the location algorithm based on TOF.

The Internet of Things needs to analyze and process data
information during the operation process, so as to ensure
that the computer has enough space to store the data infor-
mation. Once the data information in the Internet of Things
is damaged, the damaged data can be automatically repaired
with the support of the system, and the function of
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Figure 1: Analysis of Internet of Things computer network security and remote control technology.
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automatic repair can be exerted. There are multiple technical
control areas in IoT, and these technical control areas need
to be isolated from each other. The effective isolation
between technical control areas can avoid the damage to
the network system by illegal intruders and ensure the secu-
rity of the Internet of Things computer system as much as
possible. In addition, in order to strengthen the management
of Internet of Things computer network security, it is neces-
sary to build corresponding operating norms, implement the
responsibility system, and give operators certain operating
rights.

In the research, the device provided these functions
including signal sending and receiving, time stamp recording,
and delay sending. When clocks were out of sync between
hardware, single-sided two-way ranging (SS-TWR) could be
adopted. The calculation formula of signal flight time was
shown in

TOF = 1
2
∗ T3 − T0ð Þ − T2 − T1ð Þð Þ: ð1Þ

This method was not commonly used, because there was a
deviation between the clock of the base station and the tag and
the standard clock, which was represented by the clock drift
rate k (k = 10ppm). Assuming that the tag delay time Td
was 3ms and the signal flight time TOF was negligible com-
pared with the delay time, the ranging error caused by the
delay time Td was shown in

rj j = 1
2
∗ kb − ktj j ∗ Td ∗ c: ð2Þ

jkb − kt j = 5 ppm, and jrj ≈ 2:25m. jkb − ktj was likely to
be higher than 5ppm in reality, which could bring a big rang-
ing error. To reduce the effect of clock drift on ranging, a
double-sided two-way ranging (DS-TWR) method was used.
Based on SS-TWR, this method added another sending and
receiving of delay and signal. The TOF calculation method
of DS-TWR method was shown in

Tr1 = T3 − T0, Tp1 = T2 − T1,

Tr2 = T5 − T2, Tp2 = T4 − T3,

TOF =
Tr1 ∗ Tr2 − Tp1 ∗ Tp1

Tr1 + Tr2 + Tp1 + Tp2
:

8>>>><
>>>>:

ð3Þ

The approximate calculation formula of ranging error
caused by clock drift of the method was shown in

rj j ≈ TOF ∗
1
2
∗ kb + ktj j ∗ c: ð4Þ

Both kb and kt were set as 20ppm. If the distance between
the base station and the tag was 200m and TOF was about
666ns, the ranging error was obtained, which was shown in

rj j = 666 ∗ 10−9 ∗ 20 ∗ 10−6 ∗ 3 ∗ 108 ≈ 0:004m: ð5Þ

That is, the ranging error of DS-TWRmethod due to clock
drift was mm level, so the DS-TWR method should be
adopted in the actual TOFworkingmode. In the paper, ZigBee
wireless communication technology was adopted to standard-
ize PLC control system information communication. The fil-
tering algorithm was adopted to filter the redundant noise of
the data collected by the gateway. Considering that the state
data of the system working environment was distributed dis-
creetly, the system control variable was set to be numerically
stable and the production equipment state data in the discrete
time domain was represented by the Kalman filter. The
expression was shown in

s xð Þ = As x − 1ð Þ + B +W xð Þ
S xð Þ + V xð Þ : ð6Þ

In the formula, SðxÞ and Sðx − 1Þ were the estimated value
of production equipment state data at the moment of x and
moment x − 1, respectively. A and B were the defined param-
eters of the system.WðxÞ and VðxÞ were the noise of the sys-
tem and the working environment, respectively.

Calculate the covariance Pðx/x − 1Þ of the estimated
value of state data at at the moment of x and x − 1. The for-
mula was shown in

P
x

x − 1

� �
=
AH x − 1ð ÞH xð Þ +Q

R
: ð7Þ

In the formula, Hðx − 1Þ and HðxÞ were the system
observation matrices the moment of x and moment x − 1,
respectively. R was system covariance. Q was the gain
coefficient.

Pðx/x − 1Þ was further optimized to obtain the optimal
estimation value KðxÞ of the system time. The expression
was shown in

K xð Þ = LK x − 1ð Þ
P x/ x − 1ð Þð Þ + f

: ð8Þ

In the formula, Kðx − 1Þ was the optimal estimation
value of state data at x − 1 moment. L was the covariance
of Kðx − 1Þ value. F was Gaussian white noise.

After the original data was filtered, PID controller opti-
mization algorithm was adopted to make the production
equipment state variables collected by the system closer to
the real value of the environment. Each state data was
abstracted as a particle, and the particle space position was
determined according to the particle moving speed and iner-
tia, so as to find the optimal path to reduce the system error.
The PID controller weighting parameters E1 and E2 were
defined. The expression was shown in

E1 =
a1e1 I xð Þ −D xð Þ + a2e2½ O xð Þ −D xð Þ½ �

gv xð Þ ,

E2 =D xð Þ + v x + 1ð Þ:

8><
>: ð9Þ

In the formula, a1 and a2 were particle accelerations. e1
and e2 were random parameters. ðxÞ and OðxÞ were the
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positions of moment particle and particle swarm, respec-
tively. DðxÞ was the optimal position. g was inertial param-
eter. vðxÞ and vðx + 1Þ were the velocity.

The system variance state equation was shown in

H xð Þ = E1

ðx
0
P

x
x − 1

� �
dx + E2

dp x/ x − 1ð Þð Þ
dx

: ð10Þ

In the formula, P′ðx/ðx − 1ÞÞ was the optimized system
variance.

The positioning system was completed by ZigBee net-
work data collection management module. Due to the sys-
tem to monitor three sections of the subway construction
site at the same time, so the network also was composed of
three subpositioning networks. Each network consisted of a
master node, a reference node, and a mobile node. The mas-
ter node was equal to the gateway to complete the work of
the data receiving and sending of the reference node and
mobile node. At the same time, the upward computer sent
data through the serial port [16].

This system performs computer network remote moni-
toring for multiple construction threads at the same time.
The subway construction site did not connect. Therefore,
WIA network and ZigBee network were composed of three
subnetworks, with collection and management of various

blocks, respectively. They can resist various electromagnetic
interferences used in industrial field, home automation con-
trol, and industrial telemetry remote control. And the data
was sent to the PC at the same time. So the data collection
and management module was composed of three different
network management modules. The structure of data acqui-
sition and management module is shown in Figure 2.

After the monitoring system collects the data, it stores
the sensor data in the database of the remote computer. In
order to get what the current state of the tunnel was, data
fusion and the analysis of the state of the tunnel were neces-
sary. The tunnel construction monitoring system is designed
to show the real-time and automatic statistics of the con-
struction site conditions and personnel activities to the man-
agement personnel. As an auxiliary means of construction
safety management, it adds more guarantee for the safety
of the tunnel construction. A block of the tunnel was long.
Even if the sensor data of the tunnel was analyzed, which
position was in danger could not be known according to
the results [17].

The computer network remote control system can meet
people’s various needs and has been widely used in various
fields, such as network monitoring, network automation man-
agement, and computer-aided teaching. The remote control
system consists of different parts, such as server terminal,
communication network, user terminal, and controlled
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network. The main function of the controlled network is to
receive commands issued by the master network and distrib-
ute them to each device. The operating systems of the master
network and the controlled network can be Windows 7, Win-
dows 8 or Windows XP.

Therefore, the system adopts the decision analysis
method based on the computer network remote monitoring
unit. A block of the tunnel is divided into a number of mon-
itor units. Each unit could collect all kinds of sensor data and
store the data in the database. Decision-making analysis was
the analysis of a single state of monitoring unit. Decision
analysis system is generally composed of interactive lan-
guage system, problem system, database, model library, uni-
versal library, and knowledge base management system. This
system detected four kinds of dangerous situations in the
tunnel, including fire, dangerous gas exceeding bid, water
inrush, and collapse and outputs the grade of the four kinds
of danger of the unit. When the danger level exceeds the
normal level, the computer will trigger corresponding emer-
gency measures by itself, so as to respond to the dangerous
situation as soon as possible. The flow chart of decision-
making analysis is shown in Figure 3.

Monitoring software regularly carried out safety detec-
tion on the tunnel under construction, which mainly
detected fire, harmful gases, water inrush, and collapse disas-
ter. According to the data of different sensors, the tunnel

disaster was divided into different levels, which were divided
into five grades including normal, existence of hidden dan-
ger, danger treatment, emergency avoidance, and disaster
relief. Correct and reasonable prevention and control mea-
sures will play a role in inhibiting or reducing the degree
of disaster harm. On the contrary, if no attention or take
wrong countermeasures, this will aggravate the degree of
disaster and even play a role in inducing disaster. According
to different levels of disasters, different measures were taken.
Tunnel emergency treatment was to take different counter-
measures for different categories and levels of disasters [18].

The emergency response measures were divided into the
following kinds: rewrite the monitor view area color, send
local control command, and start the remote linkage. The
latter two needed to send control commands to the field
and remote, with a relatively complex processing logic. In
local control, monitoring center sent control commands to
execution nodes by WIA gateway. After the transmission
was completed, it was necessary to wait for the execution
result of the terminal device. And then, the next control
action was taken according to the execution result. The flow
chart of local control and remote linkage control in tunnel
emergency treatment is shown in Figure 4.

WIA Ethernet interface commands provided a software
interface for managing and configuring the WIA network
and sending and receiving data information of terminals
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data update

Extract sensor data of specified
unit number and time range

Invoke decision analysis
algorithms

Detect floods, water inrush,
dangerous gas exceeding the

standard, and landslides

Is there a
danger

Trigger emergency treatment

Proceed to the next unit
security analysis

No

No

Yes

Yes

Figure 3: Flow chart of decision-making analysis and processing.
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over the Ethernet. WIA network information could be
obtained by using Ethernet interface commands. The pro-
cess of the specific processing is shown in Figure 5.

Construction tunnel safety inspection was based on a
single unit for the unit. By analyzing all the extracted data
uploaded by the unit node for a period of time in the data-
base, the security level of the unit was concluded, in order
to ensure the rapidity and accuracy of the data analysis.
Choose to extract the data uploaded by the sensor nodes
within 2-10 minutes from the field information collected

through the monitoring network. If the time span is too
long, it will take too long, and if the time span is too short,
the results will be inaccurate and errors will occur. In terms
of the weight of data, the closer the data was uploaded, the
greater the weight should be [19, 20]. At the same time, in
the analysis of tunnel danger, it should be analyzed accord-
ing to the analysis of multiple sensor data. Each sensor data
could represent the different importance. In fire detection,
for example, temperature, humidity, oxygen, carbon monox-
ide, carbon dioxide, and smoke should be tested at the same
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Figure 4: Flow chart of emergency processing.
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time. Among them, temperature, carbon monoxide, carbon
dioxide, and smoke for the effectiveness of temperature test
were larger. Therefore, different types of sensors accounted
for different weights. The decision-making algorithm of con-
struction tunnel safety analysis is shown in Figure 6.

The calculation formula of tunnel danger level K was
shown in

K = 0:2 ∗
1
n1

〠
t<80%T

t>0
Miα + 0:8 ∗

1
n2

〠
t<100%T

t>80%T
: ð11Þ

n1 was the number of sensors in the first 80%. n2 was the
number of sensors in the latter 20%. α was the weight value
of sensors. And Mi was the warning level corresponding to
the sensor value. The tunnel monitoring system adopted
SQL Server 2005 for data management, which mainly com-
pleted system parameter saving, external data record storage,
database data transfer function, data printing, and print pre-
view function [21, 22]. The database management module
managed the system data and stored the sensor network
data, the location information of mobile nodes, and the sys-
tem parameters in real time. At the same time, the data man-
agement module also provided data query interface. The
users can query most of the data stored in the database,
using reports or charts to describe the data.

There are two common communication protocols,
namely, IP protocol and TCP protocol. Among them, the
safety factor of the TCP protocol is relatively high, which
can ensure the stability of the system operation. However,
the protocol needs to occupy a lot of resources, and long-
term operation will affect the system processing rate. When
the TCP protocol runs, it needs two computers to transmit
the data to be transmitted in the form of packets. If there
are multiple network terminals, the IP protocol can be used
at this time. The combination of the two protocols is a col-
lection of network protocols.

4. Results Analysis

The main components of a controlled network are hardware
and software, which work together to provide control ser-
vices. The core of the controlled system is the control of
the data collection, and the control system is centered on
the computer. When designing a controlled system, it is nec-
essary to adhere to the principle of security, pay attention to
strengthening the protection of user information, and repair
it immediately once a problem occurs. In order for the con-
trolled network to function, it is necessary to strictly follow
the prescribed operation steps and send the content of the
remote transmission to the main control terminal. Remote
control technology can realize the control of computer hard-
ware equipment and software equipment and complete file
transmission and management tasks.

Because fires and landslides were difficult to simulate,
the method of field burning paper was used in the process
of the tunnel danger simulation. Sensors were placed around
the combustion for detection. Landslides could not be simu-
lated in the laboratory environment. Therefore, the test
method adopted was to simulate the change characteristics
of support subplane during collapse by pressurizing the
pressure sensor and changing the displacement value of the
sensor. When testing whether harmful gases exceeded the
standard or not, the analysis method of each gas exceeding
the standard was similar. So the detection of harmful gases
exceeding the standard was carried out according to the con-
centration of carbon dioxide [23]. Computer remote net-
work monitoring security analysis test extracts data within
2 minutes and 4 minutes for decision analysis. In the
decision-making analysis algorithm, it was concluded that
the weight of the historical data and the data within 80%
of the current time accounted for 80%. Therefore, when data
of within 2 minutes was taken for testing, the detected disas-
ter time was 24~30 s in theory. The detection accuracy was
higher than 80%. The test results are shown in Table 1.
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Save this new socket

Socket array

Go back and wait
No
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Accept processing thread

Read0 receives client data
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for data from

different clients

Data processing
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Figure 5: The flow chart of multiterminal network data processing.
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However, if it was within 4 minutes, the results of the
detection were obtained from 48 to 60 s normally. The detec-
tion accuracy was higher than 90%. The test results are
shown in Table 2.

The local control command was executed by the control-
ler PLC at the construction site. The monitoring software
sent the control command to the WIA gateway through
Ethernet and the WIA gateway sent the message to the
underlying executing node according to the format of writ-
ing command. After receiving the data, the executing node
sent the data to the serial port of RS232 to 485. Finally, data

would be sent to the 485 interface of controller PLC to reach
the end of each control device [24].

When the number of network nodes was 10, 20, and 40,
the statistical results of the test were divided into four situa-
tions: response time less than 1 s, response time more than
1 s, response time less than 3 s, and no execution. The test
results are shown in Table 3 and Figure 7.

Seen from the above results, the local control of the
response time was generally less than 1 s. With the increase
of network size, there would be a control command delay
phenomenon of execution. And the larger the network size

Extract the tunnel unit data

Determine if all relevant
sensor data is available

Calculate the level M
of the sensor value

M⁎a

Calculate the average K1 of
the level of the sensor value
multiplied by the weight in

the first 80% of the time

K1⁎0.2

Calculate the average value K2
of the level of the sensor value
multiplied by the weight in the

first 20% of the time

K2⁎0.8

The output
(K1⁎0.2 + K2⁎0.8) is the
result of the danger level

Adjust the
sensor weight a

Sensor value
warning value
division table

No

Yes

Figure 6: Decision-making algorithm for analysis of construction tunnel safety.

Table 1: Extracting historical data within 2 minutes for decision-making analysis.

Test items Number of tests
Analysis time
less than 30 s

Analysis time
more than 30 s

Not to be detected Detection accuracy

Fire (simulation) 25 13 8 4 84.00%

Water inrush 32 28 4 0 100%

Excess of harmful gas 42 34 6 2 95.23%

Landslide (simulation) 19 11 7 1 94.74%
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was, the delay phenomenon is more serious. The main cause
was with the increase of network nodes, node processing
capacity is limited: it includes node computing power con-
figuration, backplane bandwidth, and forwarding buffer.
The slice of time obtained by each node was smaller. When
the network size reached 40 nodes, the control command
would be executed (it was not executed within 30 s). Com-
plex network is a special network structure, which is a net-
work structure model that abstracts the elements in a
complex system into nodes and the relations between the
elements into edges. Therefore, the scale of the network
should be reasonably considered when the network was laid
out. And the sensor nodes in each bidding section should
not be too many when the tunnel was managed and con-
structed by bidding section [25]. Remote linkage was that
the scene situation was reported to the remote 3G terminal
equipment. The communication process was that the infor-
mation to be sent was packed by the monitoring software
and was sent to the 3G terminal server through the Ethernet

interface. Then, the message was sent to the terminal device
by the server through 3G network. Therefore, in the process
of testing remote linkage response, the time when the termi-
nal receives the packet was recorded through sending a com-
mand to the terminal several times [26]. In the process of
testing the response speed of 3G network, the data was sent
to the 3G terminal device by hand and the response time
from sending data to 3G terminal was calculated. The char-
acteristics of response time and the distribution of response
time are shown in Figure 8.

The test results showed that the response time of the 3G
network distribution was relatively dispersed. Generally, the
situation of within 3 s could appear. The cause was the exter-
nal network information received by 3G terminal. Since the
median value can only reflect problems with the median
value, there is no more feedback, for example, I want to
know within how many ms of 80% of the service’s requests
take, which require additional data metrics. The situation
of more than 5 s could also appear. At the same time, the
phenomenon of no response also could appear. The stability
of the external network demand was high. So the phenome-
non of receiving nothing could appear. Therefore, in the

Table 2: Extracting historical data within 4 minutes for decision-making analysis.

Test items Number of tests
Analysis time
less than 60 s

Analysis time
more than 60 s

Not to be detected Detection accuracy

Fire (simulation) 25 14 9 2 92.00%

Water inrush 32 26 6 0 100%

Excess of harmful gas 42 25 16 1 97.62%

Landslide (simulation) 19 11 8 0 100%

Table 3: The test results of local control response time.

Network scale (number of network nodes) Number of tests
Response time
less than 1 s

Response time more than
1 s less than 3 s

No execution

10 35 35 0 0

20 36 34 2 0

40 35 30 4 1

10 15 20 25 30 35 40 45
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Figure 7: The test results of local control response time.
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Figure 8: The test results of remote linkage network response time.
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design of the software, it was necessary to add a resending
mechanism. When the information of the 3G terminal
devices was not received within a certain period of time,
the control command needed to be resent. In the construc-
tion tunnel, the tunnel was usually linear structure and the
localization algorithm was relatively complex to implement,
especially the two-dimensional localization system, which
had a long algorithm development cycle. Therefore, the sys-
tem currently adopted the one-dimensional localization sys-
tem, which outputs the segment number of the moving node
and the corresponding one-dimensional coordinate value
[27, 28].

There are many researches on sensor network localiza-
tion technology. And the basic localization algorithm is to
locate the unknown location node through the known loca-
tion node. ZigBee communication protocols were used in
positioning network. Ranging algorithm used the time pulse
to measure the distance (TOF). Mobile node sent waves to
the reference node. Calculate the time to recover from the
wave. Since the transmission time is proportional to the dis-
tance, the distance between the reference node and the
mobile node can be calculated through the time difference,
and finally, the location information of the mobile node
can be obtained. For the location of the phone, determine
the exact location of the data. The positioning diagram is
shown in Figure 9.

The test was divided into corridor test in the experimen-
tal building and outdoor square environment test to test the
positioning effect in different environments. The distance
between the two reference nodes was 30m. Due to the cur-
rent conditions, the positioning effect was only tested in
the case of 2 and 3 reference nodes. If the test result deviated
too much from the true value (the error was more than 3m),

it was considered invalid. During the test, the deviation error
value and the percentage of valid data were recorded. The
test results of positioning are shown in Table 4.

In the test results, due to hardware instability and other
factors, the measured results could appear the phenomenon
of error more than 3m. Seen from the test results of posi-
tioning, the test accuracy and test environment and the
number of reference nodes had no connection. The environ-
mental impact on positioning system was relatively small.
But if the precision of positioning system was only about
80%, the precision was also needed to further improve.

5. Conclusion

The Internet of Things technology is the development trend
of China’s future society. The effective use of the Internet of
Things in enterprises can improve the efficiency of resource
sharing. During this period, technicians need to strengthen
the management of the operating environment of the Inter-
net of Things and further improve the functions of the
remote control system to ensure its operational safety, and
stability will better promote the long-term development of
China’s Internet of Things technology.

With the intensification of road traffic construction in
China, more and more attention has been paid to the mon-
itoring of construction tunnels. Common construction tun-
nel disasters include fire, harmful gas exceeding the
standard, water inrush, and landslides. Computer remote
construction tunnel monitoring system based on wireless
sensor network collects 17 kinds of sensor values through
the wireless sensor network to monitor the running state
of the construction tunnel in real time. By analyzing the sen-
sor data, the safety state of the tunnel is obtained. When the

Distance 1 Distance 2

Coordinate X1
reference

node 1

Coordinate X2
reference

node 2

Figure 9: Schematic diagram of localization algorithm.

Table 4: The test results of positioning.

The test conditions
Valid data

(within 3m range)
Deviation from

normal value (3m)
Total

test data
Minimum
error (cm)

Maximum
error (cm)

Valid data
percentage

The square measure
Two reference nodes 31 6 37 4 293 83.78%

Three reference nodes 24 4 28 12 225 85.71%

Corridor measuring
Two reference nodes 38 2 40 27 275 95.00%

Three reference nodes 26 7 33 9 295 78.79%
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tunnel is in different levels of danger, the monitoring soft-
ware will take different measures. For emergency treatment
plan, carry out local control and remote linkage control of
construction tunnels and eliminate or reduce tunnel disas-
ters. This paper mainly studies the following aspects:

(1) The analysis of tunnel safety: the safety analysis of
each unit of the construction tunnel was carried
out regularly. By extracting the recent historical data
from the database, different weight values were allo-
cated to the data of different time and data of differ-
ent sensor types. And the status of each monitoring
unit was calculated by decision-making analysis
algorithm

(2) Network communication management based on
multiterminal: construction tunnel monitoring sys-
tem was composed of multiple network, including
WIA sensor network, ZigBee positioning network,
and 3G remote linkage. Monitoring system was
based on multiple bid monitoring, with each bid
being a subnetwork, so the multiple network man-
agement was one of the focuses of this system. The
communication system with network multiple ter-
minal system was studied. Finally, the multiterminal
multinetwork management was realized

(3) Tunnel emergency treatment: in the construction
tunnel monitoring, different emergency treatment
measures need to be taken when the detection tunnel
is in different danger levels. In this paper, according
to the actual situation of the tunnel, a reasonable
tunnel emergency treatment scheme was developed
and the software emergency treatment process was
designed and realized

(4) Remote linkage control: when the risk of construc-
tion tunnel is at high level, relying on control equip-
ment of the field cannot control the situation
effectively, with the need to send the remote linkage
request. The integrated remote control scheme based
on 3G communication was adopted in this system.
Through the Ethernet interface, the report was sent
to the equipment placed in fire department, emer-
gency department, government department, etc.

(5) System monitoring view management: as the con-
struction tunnel monitoring software, it is necessary
to monitor the tunnel running condition in real time
to understand the running state of each section of
the construction tunnel as well as the running state
of the fan and water pump and other execution
equipment, realizing the graphical monitoring

(6) Database management: in the computer network
remote monitoring system based on wireless sensor
network, sensors continuously collect various sensor
data, which is the basis for tunnel safety analysis on
the one hand and the basis for postevent accident
analysis on the other hand. Provide data dump, data
query function, and data printing function

Data Availability

The datasets used during the current study are available
from the corresponding author upon reasonable request.

Conflicts of Interest

The authors declare that they have no conflicts of interest
regarding the publication of this paper.

References

[1] Y. Shi and Y. Zhou, “Gene extraction of Leizhou kiln porcelain
patterns based on safety Internet of Things and its application
in modern design,” IETE Journal of Research, vol. 3, pp. 1–8,
2021.

[2] R. F. Mansour, M. M. Althobaiti, and A. A. Ashour, “Internet
of Things and synergic deep learning based biomedical tongue
color image analysis for disease diagnosis and classification,”
IEEE Access, vol. 9, pp. 94769–94779, 2021.

[3] G. Chen, F. Zeng, J. Zhang, T. Lu, and W. Shu, “An adaptive
trust model based on recommendation filtering algorithm for
the Internet of Things systems,” Computer Networks,
vol. 190, no. 15, article 107952, 2021.

[4] Y. Tong and W. Sun, “The role of film and television big data
in real-time image detection and processing in the Internet of
Things era,” Journal of Real-Time Image Processing, vol. 18,
no. 4, pp. 1115–1127, 2021.

[5] T. Wei, W. Feng, Y. Chen, C. X. Wang, N. Ge, and J. Lu,
“Hybrid satellite-terrestrial communication networks for the
maritime Internet of Things: key technologies, opportunities,
and challenges,” IEEE Internet of Things Journal, vol. 8,
pp. 8910–8934, 2021.

[6] H. Honar Pajooh, M. Rashid, F. Alam, and S. Demidenko,
“Multi-layer blockchain-based security architecture for Inter-
net of Things,” Sensors, vol. 21, no. 3, p. 772, 2021.

[7] D. Wei, H. Ning, F. Shi et al., “Dataflow management in the
Internet of Things: sensing, control, and security,” Tsinghua
Science and Technology, vol. 26, no. 6, pp. 918–930, 2021.

[8] X. Qiao, “Integration model for multimedia education
resource based on Internet of Things,” International Journal
of Continuing Engineering Education and Life-Long Learning,
vol. 31, no. 1, p. 17, 2021.

[9] C. Guo, S. Su, K. Choo, P. Tian, and X. Tang, “A provably
secure and efficient range query scheme for outsourced
encrypted uncertain data from cloud-based Internet of Things
systems,” IEEE Internet of Things Journal, vol. 9, no. 3,
pp. 1848–1860, 2021.

[10] W. Zhang, X. Wang, G. Han, Y. Peng, and M. Guizani,
“SFPAG-R: a reliable routing algorithm based on sealed first-
price auction games for industrial Internet of Things net-
works,” IEEE Transactions on Vehicular Technology, vol. 70,
pp. 5016–5027, 2021.

[11] S. Qu, Z. Wang, Z. Qin, Y. Xu, and Z. Liu, “Internet of Things
infrastructure based on fast, high spatial resolution and wide
measurement range distributed optic-fiber sensors,” IEEE
Internet of Things Journal, vol. 9, no. 4, pp. 2882–2889, 2021.

[12] L. Nie, Y. Wu, X. Wang, L. Guo, and S. Li, “Intrusion detection
for secure social Internet of Things based on collaborative edge
computing: a generative adversarial network-based approach,”
IEEE Transactions on Computational Social Systems, vol. 9,
no. 1, pp. 134–145, 2021.

12 Wireless Communications and Mobile Computing



[13] P. Wei and F. He, “The compressed sensing of wireless sensor
networks based on Internet of Things,” IEEE Sensors Journal,
vol. 21, pp. 25267–25273, 2021.

[14] Z. Yue, H. Sun, R. Zhong, and L. Du, “Method for tunnel dis-
placements calculation based on mobile tunnel monitoring
system,” Sensors, vol. 21, no. 13, p. 4407, 2021.

[15] I. H. Chen, Y. S. Lin, and M. B. Su, “Computer vision–based
sensors for the tilt monitoring of an underground structure
in a landslide area,” Landslides, vol. 17, no. 4, pp. 1009–1017,
2020.

[16] Y. Cao, X. Zhou, and K. Yan, “Deep learning neural network
model for tunnel ground surface settlement prediction based
on sensor data,” Mathematical Problems in Engineering,
vol. 2021, Article ID 9488892, 14 pages, 2021.

[17] P. Peng, Y. Jiang, L. Wang, and Z. He, “Microseismic event
location by considering the influence of the empty area in
an excavated tunnel,” Sensors, vol. 20, no. 2, p. 574, 2020.

[18] D. Jia, W. Zhang, and Y. Liu, “Systematic approach for tunnel
deformation monitoring with terrestrial laser scanning,”
Remote Sensing, vol. 13, no. 17, p. 3519, 2021.

[19] M. Barrow, F. Restuccia, M. Gobulukoglu, E. Rossi, and
R. Kastner, “A remote control system for emergency ventila-
tors during sars-cov-2,” IEEE embedded systems letters,
vol. 14, pp. 43–46, 2021.

[20] K. Jerwood, P. Lowy, L. Deeming, B. M. Kariuki, and P. D.
Newman, “Remote control: stereoselective coordination of
electron-deficient 2, 2’-bipyridine ligands to re (i) and ir (iii)
cores,” Dalton Transactions, vol. 50, no. 45, pp. 16459–
16463, 2021.

[21] Z. Zhou, D. Liu, H. Sun, W. Xu, and Z. Wang, “Pigeon robot
for navigation guided by remote control: system construction
and functional verification,” Journal of Bionic Engineering,
vol. 18, no. 1, pp. 184–196, 2021.

[22] C. Chen, L. Ling, S. Zhu, and X. Guan, “On-demand transmis-
sion for edge-assisted remote control in industrial network
systems,” IEEE Transactions on Industrial Informatics,
vol. 16, no. 7, pp. 4842–4854, 2020.

[23] C. Losada-Gutierrez, F. Espinosa, C. Santos-Perez, M.Marron-
Romera, and J. M. Rodriguez-Ascariz, “Remote control of a
robotic unit: a case study for control engineering formation,”
IEEE Transactions on Education, vol. 63, no. 4, pp. 246–254,
2020.

[24] E. Asadi, A. M. Salman, Y. Li, and X. Yu, “Localized health
monitoring for seismic resilience quantification and safety
evaluation of smart structures,” Structural Safety, vol. 93,
no. 1, p. 102127, 2021.

[25] U. Ramanathan, N. L. Williams, M. Zhang, P. Sa-nguanjin,
J. A. Garza-Reyes, and L. A. Borges, “A new perspective of e-
trust in the era of social media: insights from customer satis-
faction data,” IEEE Transactions on Engineering Management,
vol. 69, 2020.

[26] W. Yan, L. Qiao, S. Krishnapriya, and R. Neware, “Research
on prediction of school computer network security situation
based on IoT,” International Journal of System Assurance
Engineering and Management, vol. 13, Suppl 1, pp. 488–
495, 2021.

[27] M. M. Samy, W. R. Anis, A. A. Abdel-Hafez, and H. D. Elde-
merdash, “An optimized protocol of m2m authentication for
Internet of Things (IoT),” International Journal of Computer
Network and Information Security, vol. 13, no. 2, pp. 29–38,
2021.

[28] S. S. Kumar and M. S. Koti, “An hybrid security framework
using Internet of Things for healthcare system,” Network
Modeling Analysis in Health Informatics and Bioinformatics,
vol. 10, no. 1, pp. 1–10, 2021.

13Wireless Communications and Mobile Computing


	An Analysis of Internet of Things Computer Network Security and Remote Control Technology
	1. Introduction
	2. Related Works
	3. Method
	4. Results Analysis
	5. Conclusion
	Data Availability
	Conflicts of Interest

