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Enterprise management has always been a hot issue in society. In today’s society, enterprises are no longer individuals cut off from society and no longer have profit as their sole purpose, but need to exist and develop in combination with social information. With the increasing competition among enterprises, the original enterprise management methods can no longer meet the needs of sustainable development of enterprises, nor can they effectively utilize social data. To better understand the daily emotions of corporate workers, we use a multimodal emotion recognition method in this paper. Multimodal emotion recognition refers to the recognition of human emotional states through different modal information such as speech, visual, and text related to human emotional expressions, which has important research significance in the fields of human-computer interaction, artificial intelligence, and emotional computing and has received much attention from researchers. Given the great success of deep learning methods developed in recent years for various tasks, various deep neural networks are now used to learn high-level representations of emotional features for multimodal emotion recognition. The analysis of employee sentiment is complemented by traditional management methods that make full use of social data. In this paper, based on the study of a single enterprise management model, the proposed model contains five substructure modules, starting with feature inputs, extracting features at different levels through three convolutional modules and outputting recognition results through a softmax classifier. The focus is on how to utilize social data, while combining deep learning with traditional enterprise management methods to fill the research gap in this area in academia.

1. Introduction

The relationship between corporate management and social data was first studied by Moskowitz in the 1970s, and scholars have conducted many exploratory studies since then but still have not reached a unified answer. According to the stakeholder theory and the incentive theory, the enterprise is a contract between stakeholders, and the business activities of the enterprise actually depend on the input of the stakeholders, and they need to provide the material base and environmental protection for the enterprise, so the enterprise has an incentive to perform and disclose the social data in time [1]. In order to maintain the existence of the contract, enterprises want to achieve their own economic interest goals, they must meet the needs of others in exchange; on the other hand, based on the information transfer theory, enterprise performance management can deliver positive information to the relevant parties, thus winning the trust and support of shareholders, consumers, and other stakeholders to the enterprise. The social impact hypothesis, based on this, suggests that the good corporate reputation formed by the former will have a positive impact on corporate performance. The motivation of this paper is that business management has always been a topical issue in society. In today’s society, enterprises are no longer individuals cut off from society and no longer have profit as their sole purpose, but need to exist and develop in conjunction with social information. At the same time, with the intensification of competition among enterprises, the original enterprise management methods cannot effectively utilize social data and meet the needs of sustainable development of enterprises.

There is a large body of literature from foreign scholars that empirically tests the positive relationship between the
two. The earliest empirical study was conducted by [2], who found a strong correlation between corporate governance and social data through the definition and measurement of the two concepts; [3] argued that corporate governance can improve risk resistance and corporate reputation; [4] studied more than 200 listed companies in Finland, focusing on the impact of corporate governance environment on corporate performance [5]. Heikurinen’s et al. [6] empirical study found that corporate governance can lead to easier access to investment and better strategic planning, which indirectly demonstrates the positive impact of social data on corporate governance. Some scholars gradually began to study the issue by industry: [7] found that the work environment, work climate, and environmental commitment of financial firms have a positive impact on performance through a study of the financial industry; [8] study covered most industries and firms in Korea and reached a consistent conclusion through an empirical study of seven years of panel data that fulfilling the corresponding regulations would lead to improved firm performance; and some other scholars explore the lag of the relationship, [9] finds through her study that there is a certain lag period in managing the impact of corporate undertakings on performance in the context of financial crisis.

Some scholars have also found that social behavior in some cases can have a negative impact on corporate performance. In terms of enterprise microcomposition, when some managers of enterprises pursue short-term interests, they will make the social fulfillment no longer take the maximization of company’s interests and social benefits as the standard; since the realization of social data to enterprise performance is a long-term strategy, ordinary employees are forced to perform the enterprise management actively due to short-term performance pressure; in terms of enterprise macroresource allocation, enterprise resources are scarce and limited. The negative impact of social data on business was first identified by [10], who studied the business environment and found that companies that undertake environmental aspects need to invest in environmental protection equipment, which brings higher business. Liou et al. [11] also conducted a similar study and reached the same conclusion; [12] and other scholars believe that social data and performance form a mutually constraining relationship, and social data add to corporate costs, increase budgets at the beginning of the period, and bring about a performance burden.

In order to make the study more precise, scholars started to classify corporate performance into long-term and short-term and to study the lags in order to do so. The realization of the role of corporate management on performance is not fully realized in the same period and requires a slower process. On the one hand, the market is not yet ideal, and the asymmetry of information resources makes it difficult for all relevant groups to grasp the multilevel and diversified information of enterprises in detail and accurately; on the other hand, although enterprises can release social signals to obtain external support, it also requires a slow transmission and transformation process [13]. Therefore, it is important to identify the emotions of corporate staff and use them as social information to assist in corporate management.

There are two ways to recognize emotions, one is to detect physiological signals (e.g., heart rate, EEG, and body temperature) and the other is to detect emotional behaviors (e.g., facial features, verbal features, and posture). In order of accuracy, the main unmoral modalities currently used for emotion detection are physiological parameters (EEG), facial expressions, speech, and body movements, and in order of difficulty and practicality of acquisition, speech, facial expressions, body movements, and physiological parameters (EEG) [14]. Among them, body movements are usually used as an auxiliary recognition method for other modalities because of their low accuracy and general practicality, while the recognition accuracy of physiological parameters is very high, but they are rarely used in practical scenarios because of the high difficulty and general practicality of acquisition due to the need for professional equipment. The recognition of speech and facial expressions is a popular research method because of its moderate difficulty and high recognition accuracy. Li et al. [15] used the LSTM-RNN network model for sample training and the conditional attention fusion strategy for emotion recognition of face expression and speech to improve the real-time performance of the emotion recognition model [16]. The multimodal fusion recognition can be performed at the signal, feature, and decision levels, and different fusion strategies can be adopted for different modal signals to achieve the best recognition results.

Psychologist Mehrabian [17] found that words reflect 7% of emotion, voice and its characteristics (e.g., intonation and speed of speech) reflect 38% of emotion, and facial expressions and body language reflect 55% of emotion in everyday conversations. This indicates that facial expressions and voice convey the main information in the study of emotion recognition. In this paper, we use a modified convolutional neural network to train and complete the model building for the video image channel, a long- and short-term memory artificial neural network modified by back propagation algorithm to train the training set of speech signals from the video emotion database to build the model, and fuse the recognition results at the decision level to output the emotion classification and the possibility on different emotion classifications [18]. In addition to verifying the effectiveness of the proposed method, this paper also implements the real-time analysis of enterprise employees’ emotion: by calling the camera and microphone to capture a video and speech, using LBPH algorithm to identify and target the face region, and then analyzing the user’s emotional state by SAE+CNN neural network model to complete the recognition of the image channel, using Spleeter and FFmpeg separation tools. After the preprocessing of filtering and windowing of speech signals, the acoustic features are extracted and classified by the openSMILE tool to complete the recognition of speech modalities, and finally the classification results of the two modalities are fused in the decision layer and the final results are output [19]. Through the identification of enterprise employees’ emotions, the existence of larger enterprise management and social data are combined to form a study of the relationship between the two, which can combine important factors affecting the development of enterprises and help to establish.
an inclusive, innovative, and diversified development of corporate culture and atmosphere, stimulate the R&D efficiency of employees, develop long-term technological innovation strategies, and form a harmonious and sustainable economic development environment and social environment.

The main contributions of this paper are as follows: business management has always been a hot issue in society. In today’s society, enterprises are no longer individuals cut off from society and no longer have profit as their sole purpose, but need to exist and develop in conjunction with social information. In order to better understand the daily emotions of enterprise employees, we adopt a multimodal emotion recognition method in this paper. Multimodal emotion recognition refers to the recognition of human emotional states through different modal information such as speech, visual, and text related to human emotional expressions and has received attention from researchers as it has important research significance in the fields of human-computer interaction, artificial intelligence, and emotional computing. This paper focuses on how to utilize social data based on the study of a single enterprise management model, while combining deep learning with traditional enterprise management methods to fill the research gap in this area in academia.

2. Related Works

2.1. Current Status of Social Research on Business Management. From the point of view of the incentive theory, companies also exist in the society and act on the environment as people do and need to respond to the surrounding environment. The quality and efficiency of the contract can be improved to a large extent by the social performance of the company to meet the needs of the stakeholders in order to achieve the equilibrium in the contract and to obtain resources from the stakeholders. From the perspective of the game theory, carrying out social activities is essentially an act of continuously creating long-term value [20]. Fulfilling social responsibility not only satisfies the needs of relevant people in the internal and external environment and creates corresponding social benefits but also satisfies the enterprise’s own development needs. By taking responsibility for different internal and external related groups, the company can accordingly improve its solvency, visibility, profitability, productivity, and social reputation, which ultimately contribute to the performance of the company. Yin et al. [21] used a sample of nearly nine hundred A-share listed companies with their two-year panel data and found a positive relationship between the two; [22] reached the same conclusion through a study of food and beverage companies listed in Shanghai and Shenzhen.

From the existing literature, it seems that the theoretical relationship between corporate management and social data is shown in Figure 1. Most scholars, after studying it, believe that the former has a positive effect on the latter, some find that the former has a negative effect on the latter, and the remainder finds that there is no association between the two. According to economist [23], innovation in socioeconomic growth and development can bring about a new allocation of production factors and production conditions, establish a new production function, achieve a change in resource allocation mode, and gradually realize a highly efficient production method [24]. Bar et al. [25] focused on manufacturing industry, exploring the relationship between technological innovation and firm performance by introducing a production function or a case study. The conclusion is that R&D investment in manufacturing industry has a positive effect on performance, and the return on R&D investment in high-tech manufacturing industry is higher than that in low-tech enterprises. In addition, [26] also reached the same conclusion by studying various industries, where [27] found that the effect of R&D investment on market share is more significant for multinational firms than for SMEs. Some scholars have studied the lag period of R&D investment considering that it takes some time to turn into performance [28]. As early as the end of the last century, Chambers chose high-tech enterprises as a sample and after an empirical study; they concluded that technological innovation investment in high-tech industries has a lagged positive effect on firm performance. The results show that firms that engage in technological innovation are positively influenced by their R&D investment over the next five years.

Along with the increasing depth of the research, scholars have started to divide the research by the industry in which the firms are located. Wang et al. [29] argues that high R&D intensity will bring better performance for firms compared to low R&D intensity, where Chun suggests that the relationship between the two is not evident on a sample of large SOEs [31]. Huang et al. [32] conducted a comparative analysis of five industries in China, and the analysis yielded similar conclusions, and the higher the knowledge intensity, the greater the degree of impact; Lu proposed that R&D investment has a positive impact on business performance through a research analysis conducted on a sample of high-tech industries and manufacturing industries. Through R&D, companies are able to introduce new products and technologies to consumers and the market, and these new products and technologies give them an advantage over other competitors in the market, which can greatly increase their sales and revenues and improve their performance. However, research and development is a long-term task, which is constrained by technical theories, costs and the quality of researchers, etc. It takes a long time from the
establishment of a project, successful development to commercialization. Moreover, even if R&D is successful, the improvement of enterprise performance is not likely to be immediate. Wang et al. [33] conducted a study on high-tech industries in China, which showed that the current investment in technological innovation has a negative effect on enterprise performance, and it is necessary to control the R&D investment within a certain amount in order to have a positive impact on the performance in the lagged period; there is a lag in the impact of R&D investment on performance, and [35] found that the lag period is three years after the study [36]. Wang used three years of data from manufacturing listed companies as the research object and found that R&D intensity has a positive impact on corporate performance and still has a positive impact on performance in the lag period.

Some scholars found no significant relationship between technology R&D investment and financial performance or an inverted U-shape. Ocean Zhang et al. [37] studied 3 years of data from 34 industrial classifications in China and found that the amount of research expenditures did not affect firm productivity and future performance; [38] found after their study that the number of researchers was not related to firm profitability; similarly, [39] found an insignificant relationship after their study of new energy listed firms [40]. Zhang et al. [41] conducted a study on China’s machinery manufacturing industry and private enterprises and concluded that R&D expenditures and corporate financial performance show an inverted U-shape: [42] believes that technological innovation has a positive impact on corporate performance only when the investment in technology is moderate, while [43] believes that the most significant impact of R&D investment on financial performance is in the third quarter after R&D investment, i.e., an inverted U-shape in terms of time period. After combing through the existing literature, it can be seen that scholars, when analyzing the relationship between technological innovation investment and enterprise performance, choose similar indicators for technological innovation expenditure, and the indicators chosen are mainly the amount of R&D expenditure invested and the number of patents obtained, but the selection of indicators for enterprise financial performance is more different, and the different dimensions of specific sample industries, periods, and countries selected by scholars also make scholars reach different conclusions.

2.2. Current Status of Multimodal Emotion Recognition.
Multimodal emotion recognition has considerable promise for applications in social robotics, educational quality assessment, security control, human-computer interaction systems, etc. To promote the development of emotion recognition tasks, different multimodal emotion task challenges have emerged in the last decade, including AVEC, EmotiW, MuSE, and MEC. A general multimodal emotion recognition framework is given in Figure 2. As shown in Figure 2, a general multimodal emotion recognition system consists of three steps: feature extraction, multimodal information fusion, and emotion classifier design [44]. Feature extraction is to extract feature parameters related to emotion expression for different modal information such as speech, visual, and text, respectively. Multimodal information fusion refers to the fusion of two or more unmorel information using different fusion strategies.

In recent years, deep learning techniques have been widely used in speech emotion recognition tasks for deep speech emotion feature extraction. Common deep learning methods used for speech emotion recognition are CNN, DBN, RNN, etc. Dutta proposed a speech recognition model based on linear predictive coding and MFCC. LPC and MFCC features are extracted by two different RNN networks for recognizing Assamese. Mao proposed to apply CNN to feature extraction for speech emotion recognition [45]. Chen et al. [46] proposes a new multigranularity feature extraction method [46]. The method is based on different time units, including short-time frame granularity, medium-time granularity, and long-time window granularity. To fuse these multigranularity features, a feed-back neural network based on cognitive mechanisms is proposed. Cirnn combines different temporal-level features to simulate the step-by-step processing of audio signals by humans and achieves multi-level information fusion by highlighting the role of both temporal sequences of emotions and content information. Yu et al. [47] proposed a feature extraction method for the original speech signal, using the SincNet filter to extract some important narrowband emotional features from the original speech waveform, and then using the encoder of the transformer model to extract deep features containing global contextual information. Zhang et al. [48] uses DBN to perform unsupervised feature learning on the extracted low-order acoustic features and initializes a multilayer perception based on the learning results of the DBN implicit layer, which is used for Chinese speech emotion classification. Structures for image recognition pretraining; in addition, 6373-dimensional manual feature representations are extracted using the openSMILE tool, including speech quality features such as jitter and shimmer, as well as spectral, MFCC, and low-level descriptors associated with vocalization. Finally, early and late fusion of deep features and manual features was performed [49]. From the existing literature...
on manual and deep speech emotion features mentioned above, (1) the extraction of higher dimensional LLD features using the openSMILE tool has become the mainstream approach for manual speech emotion features. (2) Using CNN to directly extract high level speech emotion features from the original speech signal has become the mainstream method for deep speech emotion features. (3) Manual speech emotion features and deep speech emotion features have their own advantages and disadvantages. The fusion of these two features for speech emotion recognition has been a meaningful research direction in recent years.

Although traditional face recognition methods have achieved remarkable success by extracting manual features, in recent years deep learning methods are gradually applied to emotion recognition for extracting advanced features due to their highly automatic recognition capabilities. (1) Static facial images: for deep feature extraction of static facial images, some model frameworks based on convolutional neural networks are mainly used. Yolcu et al. [50] proposes a method to detect important parts of the face using three structurally identical CNNs, each of which detects a part of the face, such as the eyebrows, eyes, and mouth. Before the images are introduced into the CNNs, cropping and detection of facial key points are performed, and the iconic faces obtained by combining the original images are introduced into a second class of CNNs to detect facial expressions [51]. The researchers show that this method is more accurate than using the original image or imaged face alone. The results show that the method can effectively improve the performance of face expression recognition in static images. Zhang et al. [52] proposes a face recognition method based on a multistage feature attention mechanism, which uses two convolutional layers to extract shallow feature information. Secondly, a null convolution is added in parallel to the inception structure for extracting multiscale features, and then a channel attention mechanism is introduced to enhance the model’s utilization of useful feature information. (2) Dynamic video expression sequences: for deep feature extraction of dynamic video expression sequences, commonly used methods include CNN, RNN, and LSTM [53]. Kim studied the changes in facial expressions under emotional states and they proposed a framework that combines CNN and LSTM. The features of facial expressions are encoded in two parts. In the first part, CNN learns the spatial features of facial expressions in all frames of emotional states; in the second part, LSTM is used to learn temporal features. Pan et al. [54] proposes a deep spatiotemporal network-based facial expression recognition method for video. Firstly, spatial convolutional neural network and temporal convolutional neural network are used to extract high-level spatiotemporal features in video sequences, respectively. Then the combined extracted spatial and temporal features are input to the fusion network for the video-based facial expression classification task [53]. From the above existing literature on manual visual emotion features and deep visual emotion features: (1) vision-based emotion recognition can be divided into expression recognition based on static facial images and expression recognition based on dynamic video sequences. (2) For the manual feature extraction of static facial images, the facial expression features are mainly obtained by extracting the geometric and appearance features in the image information, and the commonly used methods include LBP, HOG, SIFT, and their improved methods; for the depth features of static facial images, the CNN-based network model is mainly used for the depth feature extraction of facial images; for manual feature extraction of dynamic video expression sequences, capturing the dynamic information of video sequences in order to represent the useful information of facial expressions more effectively, the commonly used methods mainly include the optical flow method and the model method; for depth feature extraction of dynamic video expression sequences, considering the spatiotemporal nature of video sequences, CNN- and RNN-based models are usually used to extract spatial depth features and temporal depth features, respectively.

Driven by the traditional word embedding, OpenAI proposes the transformer-based language model GPT. Unlike ELMo, GPT uses the above to predict the next word. GPT uses a two-stage process, first learning the initial parameters of the neural network model using language modeling goals on unlabeled data and subsequently adapting these parameters to the target task using the corresponding supervised goals. GPT achieved previous state-of-the-art results on many sentence-level tasks of the GLUE benchmark test. Xu et al. [55] proposed Emo2Vec, which encodes sentiment semantics as a word-level representation of fixed-size real-valued vectors, and used a multitask learning approach to train Emo2Vec on six different emotion-related tasks [56]. From the existing literature on manual text sentiment features and deep text sentiment features mentioned above, (1) the commonly used manual text sentiment feature extraction uses the bag-of-words model BoW, but it suffers from high-dimensional sparse and missing interword relationships, which is a low-level text feature representation. In order to improve the BoW model, a series of improved models such as LSA, PLSA, and LDA have emerged successively. (2) Deep text sentiment features are mainly represented in the form of word embeddings, and some pretrained word embedding models for deep learning are widely used in text sentiment extraction tasks, which are mainly divided into typical word embeddings.
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and sentiment word embeddings. The commonly used word embeddings are word2vec, GloVe, BERT, etc.

3. Algorithm Design

3.1. Video Image Modal Design. The local binary method was proposed in 1996 by Ojala to define the LBP operator in a $3 \times 3$ neighborhood of pixels, where the center pixel of the neighborhood is used as the threshold and the grayscale values of the eight adjacent pixels are compared with the center, and the position of the pixel is marked as 1 if it is greater than the center pixel value, and 0 otherwise. When the scale of the image changes, the LBP feature coding will make errors in reflecting the texture information around the pixel. In view of this situation, this paper uses extended LBP features, and the improved method uses circular, expandable neighborhoods [57]. When the scale of the image changes, the LBP feature coding makes an error in reflecting the texture information around the pixel point. Ahonen et al. [58] proposes the LBPH method, which divides the LBP feature image into local blocks and extracts histograms, and then connects these histograms in turn to form a statistical histogram called LBPH. The LBPH algorithm used in this paper adds the function of acquiring face feature data in real time, and its flow is shown in Figure 3.

The edge information of human face expressions has rich emotional features, and this paper incorporates a sparse autoencoder to obtain the emotional details of the images. The main idea of SAE is to impose a sparse constraint on the hidden layer to force the number of hidden nodes to be smaller than the input nodes, so that the network can learn the key features of the image. The SAE network pursues the output data to be approximately equal to the input data, and the network cost function is calculated by backpropagation to train the model. The specific implementation process of sparse autoencoder is to first calculate the average activity of hidden neurons as shown

$$\hat{\rho}_j = \frac{1}{n} \sum_{i=1}^{n} x_i a_i^2.$$  \hfill (1)

Then, the parameters of the SAE network are trained to minimize the total cost function so that detailed features of the input image can be captured. A convolutional neural network is a feed-forward network that includes convolutional computation and has a deep structure with local connections and shared weights among neurons. It consists of a convolutional layer, a pooling layer, a fully connected
layer, and an output layer. Increasing the depth of the neural network model results in more features, but when too many features are obtained, it consumes more time and is prone to overfitting because of the connection to each feature in the fully connected layer. In order to overcome this problem, this paper uses the Global Average Pooling (GAP) layer instead of the fully connected layer, which is a summation of spatial information and is more robust to spatial variations. The GAP from Figure 4 includes 3 different subnetwork structures, each consisting of a convolutional layer and multiple fully connected layers.

In addition, in order to reduce the computation of parameters, the convolution operation used in this paper is deep separable convolution. The first five convolutional layers of the CNN are convolved twice and normalized, then pooled and connected to the next layer, with filtering times from 8 to 128. The last convolutional layer performs one convolution and connects to the GAP layer with filter number 1, and then enters the output layer to obtain the classification results. The global convolutional kernel is $3 \times 3$ and the ReLU activation function is chosen; the pooling method is maximum pooling, the GAP layer is used instead of the fully connected layer, and the output layer uses softmax to do the classification of expressions. The video image channel workflow is shown in Figure 5.

3.2. Speech Modal Design. In this paper, we choose to use a combination of FFmpeg and Spleeter audio separation tools, where Spleeter can extract the sound signal from the video captured by the camera, and FFmpeg can further process the audio to distinguish the human voice from the background music. Both tools can be called using the python toolkit. The speech signal is a time-varying signal and its feature parameters are constantly changing, but from a microscopic point of view, the features can be kept in a stable state on a short time scale, and these short speech fragments become frames, which are usually 10 ms to 30 ms long. In this paper, we use traditional features (such as rhyme features, sound quality features, spectral features, and Mel frequency cepstral coefficients) to achieve good recognition results in the experiments, but the speech signal is unstable, and the recognition effect is limited by using only these traditional features. Therefore, this paper selects rhythmic features, Mel cepstral coefficients, and introduces nonlinear attributes and nonlinear geometric features in the feature layer for fusion. The specific is implemented with the depth-constrained Boltzmann machine.

DBM is a type of restricted Boltzmann machine, and RBM consists of a visual layer and a hidden layer. Multiple RBMs are stacked from bottom to top, and the output of the lower layer becomes the input of the upper layer to form the DBM, thus obtaining a deeper representation of the input features. In this paper, a three-layer RBM is used to form a DBM, where the energy function is

$$E(u, h^{(1)}, h^{(2)}, h^{(3)}; \theta) = -u^T W^{(1)}h^{(1)} - h^{(1)T} W^{(2)}h^{(2)} - h^{(2)T} W^{(3)}h^{(3)}.$$  

(1)

Its loss function is

$$L(W, a, b) = - \sum_{i=1}^{m} \ln \left( P(u^{(i)}) \right).$$  

(2)
After inputting the samples into the RBM, the output feature vector is composed based on the activation probability and expectation of each neuron in the hidden layer. The training process is shown in Figure 6.

A three-layer DBM network is built, and the selected four types of features are fused in the DBM to obtain the deep fused features. Each DBM layer is composed of three RBM layers. First, the features are input to DBM1 layer for deep fusion and dimensionality reduction, and the hidden layer output features 1, 2, 3, and 4; features 1, 2, 3, and 4 are linearly spliced and input to DBM2 layer, and features 5 and 6 are obtained after deep fusion and dimensionality reduction; the process is repeated, and features 5 and 6 become fused features in DBM3 layer, which is the deep representation of the input features.

After the fused features are obtained using the DBM network, the speech emotion needs to be classified \[59\]. In this paper, we use a modified long short-term memory network, LSTM, which can store useful information over a long period of time and optimize the classification task for time series and has better performance than traditional models (temporal recurrent neural networks, hidden Markov models, etc.) for speech recognition applications. The advantage of LSTM is that the output of the current moment is influenced by the input and the output of the previous moment and can take into account the temporal characteristics of the features. The DBM and LSTM networks are optimized using a backpropagation algorithm with variable weights \[45, 60–62\]. The addition of BP to the network for the language channel increases the nonlinear mapping capability of the network for processing the acquired nonlinear features. BP uses gradient descent to adjust the internode weights \(\omega_{ij}\) and node \(b\) thresholds, and the functional is

\[
\omega_{ij} = \omega_{ij} - \eta_1 \times \frac{\partial E(\omega, b)}{\partial \omega_{ij}}, \quad b_j = b_j - \eta_2 \times \frac{\partial E(\omega, b)}{\partial b_j}.
\]

In order to avoid overfitting and improve the processing speed, the fully connected layer is replaced by the GAP layer and finally connected to the softmax layer \[63–66\]. The input is the fused features processed by the DBM layer, and the output is the classification and probability of emotional affiliation by the softmax layer. The structure of the language channel neural network is shown in Figure 7.

3.3. Experimental Results and Analysis

3.3.1. Experimental Dataset. In this paper, the data sources mainly include internal nonpublic data from a domestic Chinese economic development and business management research institute. fer2013 image dataset and CHEAVD2.0 video dataset are used for the experiments. fer2013 consists of 34658 face expression images, which is the most extensive face expression database covering different countries and ages, with a large number of samples and preprocessed, which is of higher quality compared with the images taken from CHEAVD2.0 video. The CHEAVD2.0 speech dataset consists of 7,156 emotional video clips from movies and variety shows, covering a large amount of data and close to the real environment, with an average length of 3.3 s. The emotion labels are natural, angry, happy, and sad. The average length is 3.3 s. The emotion labels are natural, angry, happy, sad, worried, anxious, surprised, and disgusted. The two databases are very similar in terms of emotion classification, and worry and anxiety are categorized as worry in the preliminary data processing, so that the two databases are consistent in terms of emotion classification for integration at the decision level.

The experimental environment is shown in Table 1. The composition of the processed CHEAVD2.0 data is shown in Table 2. The training process performance enhancement and loss convergence are shown in Figures 8 and 9.

3.3.2. Simulation Experiments. Table 3 shows the comparison of the recognition effects of the unmoral improvement
algorithm compared with other algorithms for the speech channel and the video image channel. The comparison experiments are conducted using the Berlin Database of Emotional Speech (EMO-DB) for the speech channel and the fer2013 data set for the video image channel. In the comparison of image modality, the recognition accuracy of this method is only slightly lower than that of VGGNet+Focal Loss method, which also achieves better recognition results. It can be seen that the improved CNN and LSTM proposed in this paper can perform effective recognition in unemoral mode. The accuracy of the proposed method in this paper reaches 91.3% and 76.4% in sound and image recognition.

Table 3: Comparison of identification results on single mode.

<table>
<thead>
<tr>
<th>Modal</th>
<th>Feature selection</th>
<th>Method selection</th>
<th>Recognition accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voice</td>
<td>MFCC</td>
<td>SVM</td>
<td>83.2%</td>
</tr>
<tr>
<td></td>
<td>GFCC</td>
<td>LSTM</td>
<td>87.5%</td>
</tr>
<tr>
<td></td>
<td>Depth (ours)</td>
<td>DBM (ours)</td>
<td>91.3%</td>
</tr>
<tr>
<td>Image</td>
<td>Convolution</td>
<td>67</td>
<td>73.6%</td>
</tr>
<tr>
<td></td>
<td>VGG</td>
<td>147</td>
<td>72.8%</td>
</tr>
<tr>
<td></td>
<td>Integration (ours)</td>
<td>21</td>
<td>76.4%</td>
</tr>
</tbody>
</table>

Table 4: Comparison of single-mode and multimode recognition results.

<table>
<thead>
<tr>
<th>Modal</th>
<th>Feature selection</th>
<th>Method selection</th>
<th>Recognition accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voice</td>
<td>LBPH</td>
<td>CNN</td>
<td>66.8%</td>
</tr>
<tr>
<td></td>
<td>Integration (ours)</td>
<td>SAE+CNN (ours)</td>
<td>73.5%</td>
</tr>
<tr>
<td>Image</td>
<td>MFCC</td>
<td>LSTM</td>
<td>58.4%</td>
</tr>
<tr>
<td></td>
<td>Depth (ours)</td>
<td>DBM+LSTM (ours)</td>
<td>61.7%</td>
</tr>
<tr>
<td>Voice+image</td>
<td>Multimodalities (ours)</td>
<td>Integration (ours)</td>
<td>75.3%</td>
</tr>
</tbody>
</table>

Table 5: CHEAVD2.0 test set all kinds of emotion recognition accuracy statistical table.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Number of samples</th>
<th>Number of identification</th>
<th>Recognition accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>400</td>
<td>285</td>
<td>71.3%</td>
</tr>
<tr>
<td>Angry</td>
<td>252</td>
<td>174</td>
<td>69.0%</td>
</tr>
<tr>
<td>Happy</td>
<td>236</td>
<td>188</td>
<td>79.7%</td>
</tr>
<tr>
<td>Sad</td>
<td>132</td>
<td>112</td>
<td>84.8%</td>
</tr>
<tr>
<td>Scared</td>
<td>293</td>
<td>216</td>
<td>73.7%</td>
</tr>
<tr>
<td>Surprised</td>
<td>51</td>
<td>32</td>
<td>62.7%</td>
</tr>
<tr>
<td>Disgust</td>
<td>42</td>
<td>27</td>
<td>64.3%</td>
</tr>
</tbody>
</table>
respectively, which is substantially ahead of the presently available methods.

In this paper, the recognition effect of multichannel fusion is verified with the test set of CHEAVD2.0. As shown in Table 4, the recognition accuracy of image channel can be improved after using SAE, the recognition accuracy of language channel can be improved after DBM fusion of features, and the recognition accuracy of multimodal fusion is higher. This shows that the multimodal fusion recognition strategy can achieve better recognition results.

Its recognition accuracy in various types of emotions is shown in Table 5, which shows that it can achieve good results in the recognition of natural, happy, angry, and sad emotions, and fewer samples are assigned to wrong emotion types, among which more samples are assigned to natural emotion types by mistake. The largest number of samples was misclassified as natural and angry. The overall recognition accuracy reaches 72%, which is an improvement compared with the traditional immoral recognition accuracy.

3.3.3. Practical Application. After validating our method on the dataset, we apply the method to actual enterprise management. In-enterprise monitoring is used to obtain staff social data in real time and to identify their emotions. A 10-fold cross-validation is used, and the experimental results are averaged from the 10 cross-validation results. In order to evaluate the effectiveness of the proposed method, a baseline is provided for each dataset, and the results of the baseline are the results of the CNN network extracted from the expression features directly used for expression classification. When using the CNN network for expression classification, a fully-connected layer with 6-dimensional or 7-dimensional (depending on the number of expression categories in the dataset) values is added at the end of the CNN network, and cross-entropy is used as the loss function for expression classification. Table 6 shows the confusion matrix of various expressions recognized in the practical application of this paper. The values in the diagonal line of the table correspond to the recognition accuracy of each expression, and the other values are the expression recognition error rate. The confusion matrix shows that the recognition rate of all expressions exceeds 95%, which has a high accuracy rate.

### Data Availability

The datasets used during the current study are available from the corresponding author on reasonable request.
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### 4. Conclusions

About enterprise management society, many scholars have conducted empirical studies based on theoretical exploration. Research on the relationship between business management and social data has gradually become clearer, and several articles have emerged that directly investigate the impact of social data and technological innovation on business management. These articles conclude that the effective use of social data enhances the positive effect of corporate performance in higher-technology firms, while lower-technology firms counteract the positive effect of social data on market value and thus reduce corporate performance. To this end, we propose a sentiment recognition method that makes full use of social data to assist business management. To improve the accuracy and real-time of emotion recognition, video image modality is implemented based on local binary histogram method, sparse autoencoder, improved convolutional neural network; speech modality is implemented based on the improved depth-constrained Boltzmann machine and improved long-short time memory network; more detailed features of images are obtained using SAE, and deeper expression of voice features are obtained using DBM. The experimental results show that the fusion recognition strategy improves the recognition accuracy and has good recognition results in both the dataset and the actual testing process. By applying our method to enterprise management, we can enable enterprises to make full use of social data, which has good effect on the improvement of enterprise performance and also provides motivation for enterprise management to carry out technological innovation. In the future, we plan to carry out a knowledge graph-based framework for social data sensing and fusion for enterprise management.
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