
Research Article
A Novel Approach Based on Generative Adversarial Network for
Signal Enhancement in Wireless Communications

Shoushuai He ,1 Lei Zhu ,1 Changhua Yao ,2 Lei Wang ,1 and Zhen Qin 1

1College of Communications Engineering, Army Engineering University, Nanjing 210007, China
2School of Electronic and Information Engineering, Nanjing University of Information Science and Technology,
Nanjing 210044, China

Correspondence should be addressed to Lei Zhu; zhulei_paper@126.com and Changhua Yao; ych2347@163.com

Received 1 May 2022; Revised 1 August 2022; Accepted 4 August 2022; Published 16 September 2022

Academic Editor: Mingqian Liu

Copyright © 2022 Shoushuai He et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Wireless communication signals are often affected by noise and interference in the channel during transmission, which makes it
difficult for the receiver to analyze. The signal enhancement technology can suppress the noise and interference in the signal, so as
to improve the communication quality. It is one of the main research directions of signal processing. Classical enhancement
methods separate the signals through separable transform domain. Artificial construction of the corresponding separable
transform domain requires prior information of noise and interference, but they have the characteristics of randomness.
Further, these methods usually use high-level features and rely on statistics, so they can only deal with specific noise
conditions. At present, deep learning is increasingly applied in the field of wireless communications due to its powerful feature
extraction ability for large sample sets. In this paper, a communication signal enhancement model based on generative
adversarial network (GAN) is proposed. Compared with classical methods, the signal is operated directly and the model is
trained end-to-end. It can adapt to different noise conditions and avoid the above problems. An independent and invisible test
set is used to evaluate several comparative methods. The experimental results confirm the effectiveness of the proposed model.

1. Introduction

Cognitive radio technology has shown superior performance
in the field of wireless communications [1]. In the transmis-
sion process, however, the signal cannot avoid the influence
of noise and interference due to the limited transmission
bandwidth and the multipath effect of the channel. It
increases the difficulty of demodulation and reduces the abil-
ity of spectrum sensing. Since it is meaningful to process and
analyze high-quality signals, it is necessary to eliminate noise
and interference in the received signals. Signal enhancement
attempts to improve the signal quality in noisy environ-
ments, which can promote the development of communica-
tion technology. In addition, it can also be used in the
preprocessing stage of wireless communications.

A variety of signal enhancement methods have been pro-
posed, mainly divided into two categories: linear method and
nonlinear method [2]. Based on the assumption that the sig-
nal is stationary, the linear method is relatively simple, but it

may not find the global optimal solution to eliminate noise
and interference. The actual communication signal usually
has nonstationary statistical characteristics, so the nonlinear
method has more advantages, which uses the time and spec-
trum information in the signal. Traditional methods need
prior information of noise and interference, and then map
them into separable transform domain for separation. How-
ever, the randomness of noise and interference makes it dif-
ficult to construct the corresponding separable transform
domain. So these methods fail to adaptively complete real-
time signal enhancement.

In terms of frequency domain, nonstationary interfer-
ence can be eliminated by using band-pass filters, then the
signal in the required frequency band can be obtained. In
the ideal case, once the corresponding index is given, the fil-
ter can be designed to meet the requirements [3]. But in the
general case, the parameters of the signal to be identified
may be unknown, such as bandwidth and center frequency.
And the influence of the external environment on the

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 8008460, 8 pages
https://doi.org/10.1155/2022/8008460

https://orcid.org/0000-0002-1215-0474
https://orcid.org/0000-0003-4716-1437
https://orcid.org/0000-0002-0434-8376
https://orcid.org/0000-0003-1191-7490
https://orcid.org/0000-0001-5363-6107
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8008460


statistical characteristics of the received signal is unpredict-
able. These make the performance of the predesigned filter
degrade, or even fail to work. Consequently, adaptive filters
are proposed to solve these problems [4]. Their optimization
process is adjusted according to the changes of the external
environment. Since the response is relatively lagging, it is
difficult for them to deal with the interference signal whose
statistical characteristics change rapidly. In brief, classical
enhancement methods use filters or transform domains to
eliminate noise and interference, and they cannot adaptively
learn signal features.

In recent years, deep learning has been used to solve
many classical communication problems. Compared with
machine learning algorithm, the deep learning model has
better ability of feature extraction and adaptive learning for
complex and dynamic data distribution. It has made great
progress in the field of wireless communications [5, 6].
These valuable researches provide some references for com-
munication signal enhancement. For the method based on
deep learning, there is no need to make clear assumptions
about the original data, and its application in electromag-
netic signal anti-interference, which means the reduction
and suppression of interference existing in the signal will
become a development trend [7–9].

Generative model is a learning framework [10], whose
purpose is to generate fake samples like real ones. An impor-
tant breakthrough of deep learning in generative model is
generative adversarial network (GAN) [11]. GAN has shown
excellent performance in the field of computer vision. It can
generate realistic images and learn complex high-
dimensional distributions. For wireless communications, it
is also applied to spectrum sensing tasks [12].

Inspired by SEGAN [13], a communication signal
enhancement model based on generative adversarial net-
work is constructed in this paper. The model avoids complex
transformation of the original signal. And its end-to-end
structure is different from the traditional method. It adap-
tively eliminates dynamic noise and interference, thus has
better robustness. The generator in the model learns the dis-
tribution characteristics of the original signal in an adversar-
ial way. And the original signal is used as conditional
information to generate an enhanced signal. Even if the
external environment changes, the model can effectively
achieve the goal of signal enhancement. The training process
is independent of the specific application, so it can be
embedded into the wireless communication system as a pre-
processing module.

The proposed communication signal enhancement
model is universal and real-time. Its main advantages
include: (1) it adopts an end-to-end mode and operates sig-
nals directly. The model avoids extracting artificial features
through intermediate transformation and making clear
assumptions on the original data, which is quite different
from the common pipeline. (2) It provides a fast enhance-
ment process. The model excludes causality and recursive
operations like recurrent neural network (RNN) [14]. (3)
It learns from different types of signals and interferences.
The model has good adaptive ability. Although the statisti-
cal characteristics of the external environment are variable

and unpredictable, the performance of the model is not
affected.

The specific contents of this paper are summarized as
follows: next, the principle and structure of generative adver-
sarial network are introduced. In Section 3, the proposed
model is described in detail. The parameter settings are
described and the experimental results are discussed in Sec-
tion 4. Finally, this paper is concluded in Section 5.

2. Generative Adversarial Network

GAN is a generative model, which generates new samples
according to the real data distribution through adversarial
training. It consists of two components: a generator G and
a discriminator D. The task of G is to learn an effective map-
ping that simulates the real data distribution and generates
new samples. G learns by mapping the distribution charac-
teristics to a predefined manifold, rather than by memoriz-
ing input-output pairs. D is a typical binary classifier. Its
purpose is to classify the samples from the original data as
real and the samples generated by G as fake.

The adversarial behavior is that G generates fake sam-
ples, while D distinguishes between real samples from origi-
nal data and fake samples generated by G. G tries to trick D
into classifying the fake samples as real. In the process of
back propagation, D gets better in finding the real distribu-
tion characteristics. In turn, G adjusts its parameters to make
the fake samples closer to the real data manifold. Through
alternate training, G and D form a dynamic game process,
as shown in Figure 1. According to the feedback of D, G
gradually generates fake samples similar to real samples.
When the training balance is reached, D can only randomly
discriminate whether the samples generated by G are real or
fake. It means that the discrimination accuracy of D is about
50 percent. The objective function of GAN is expressed in
the following as a min-max game between G and D:

min
G

max
D

V D, Gð Þ = Ex∼pX xð Þ log D xð Þ½ � + Ez∼pZ zð Þ log 1 −D G zð Þð Þð Þ½ �:
ð1Þ

3. Communication Signal Enhancement Model

3.1. Objective Function. The original GAN is difficult to con-
trol with the generated samples, which leads to the mismatch
between the enhanced signal and the noisy signal. In order
to solve this problem, conditional generative adversarial net-
work (CGAN) is introduced in this paper. In CGAN, condi-
tional variables guide the data generation process [15]. The
additional information helps G and D perform mapping
and classification. In this way, the model is ensured to gen-
erate a corresponding enhanced signal. In the proposed
model, the clean signal is used as a conditional variable,
and the objective function is changed to the following:

min
G

max
D

V D,Gð Þ = Ex,xc∼pX x,xcð Þ log D x, xcð Þ½ �
+ Ez∼pZ zð Þ,xc∼pX xcð Þ log 1 −D G z, xcð Þ, xcð Þð Þ½ �:

ð2Þ
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The classical GAN suffers from gradient disappearance
due to the cross entropy loss used for training. In view of this
problem, least square generative adversarial network
(LSGAN) uses the least square function to replace the sig-
moid cross entropy [16]. This improvement can stabilize
the training and improve the quality of the generated sam-
ples. The proposed model adopts a binary form of the least
square function, where 1 and 0 represent real and fake,
respectively. Therefore, the above equation is changed to
the following form:

min
D

V Dð Þ = Ex,xc∼pX x,xcð Þ D x, xcð Þ − 1ð Þ2� �

+ Ez∼pZ zð Þ,xc∼pX xcð Þ D G z, xcð Þ, xcð Þ2� �
,

ð3Þ

min
G

V Gð Þ = Ez∼pZ zð Þ,xc∼pX xcð Þ D G z, xcð Þ, xcð Þ − 1ð Þ2� �
: ð4Þ

In order to minimize the distance between the generated
sample and the original sample, a minor component should
be added to the loss of generator G. In the proposed model,
L1 norm is selected to represent the distance, which has been
proved to be effective in the field of image processing [17]. In
this way, G can generate more fine-grained samples and
approximate the original signal waveform. The magnitude
of L1 norm is controlled by hyperparameter α, and the loss
function of G is further changed to:

min
G

V Gð Þ = Ez∼pZ zð Þ,xc∼pX xcð Þ D G z, xcð Þ, xcð Þ − 1ð Þ2� �

+ α G z, xcð Þ − xk k1:
ð5Þ

3.2. Generator Structure. The structure of generator G is sim-
ilar to that of auto-encoder [18], as shown in Figure 2. In the
encoding stage, the input signal is compressed through mul-
tiplestrided convolutional layers, followed by Leaky ReLU.
For the training of GAN, strided convolution is proved to
be more stable than other pooling methods [19], so it is
selected to calculate the convolution results. Compression
is performed until the representation vector c is obtained,
which is connected to the latent vector z. The encoding pro-
cess is reversed by deconvolution in the decoding stage, also
followed by Leaky ReLU.

The structure of generator G also includes skip connec-
tions, as shown in Figure 2. They connect each encoding
layer to its corresponding decoding layer and bypass the
compression performed in the middle of the structure. In
this way, the inputs and outputs of the network share the
same features. On the contrary, if all the information is
forced through the compression, many low-level details used
to accurately reconstruct the signal may be lost. The skip
connections directly transfer the fine-grained information
of the signal to the decoding stage. In addition, they can pro-
vide better training behavior, because gradients can pass
deeper through the entire structure [20].

3.3. Convolutional Layer. Both generator G and discrimina-
tor D are composed of convolutional layers, without fully
connected layers. It makes the model focus on the correla-
tion in the input signal. In addition, it reduces the training
parameters, thus reduces the training time.

The encoding-decoding structure of G is composed of
strided convolutional layers and corresponding deconvolu-
tional layers. In the encoding stage, the number of filters in
each layer increases compared with the previous layer.
Therefore, the depth gets larger as the width gets smaller.
As described above, the decoding stage is symmetrical to
the encoding stage, with the same number and size of filters
per layer. Skip connections and additional latent vectors
double the number of feature maps in each layer. Finally,
the generated signal can be restored to the same width as
the input signal.

D follows almost the same convolution structure as the
encoding stage of G. The difference is that it has dual input
channels and an extra convolutional layer for classification.
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Figure 1: Dynamic game of GAN.

Figure 2: Structure of G.
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The extra convolutional layer is connected after the last acti-
vation layer, in which the filter width is 1. It further reduces
the number of parameters required for classification.

In the proposedmodel, virtual batch normalization (VBN)
is performed after the convolutional layer, which normalizes
the input of each neuron and adds a bias term [21]. VBN
can not only solve the problem of unstable training caused
by poor initialization but also avoid the problem in which gen-
erator G maps the generated samples to a single point.

For the problem of communication signal enhancement,
the noisy signal is processed to obtain an enhanced signal.
Based on generative adversarial network, a communication
signal enhancement model is proposed in this paper. The
adversarial training of the proposed model is shown in
Figure 3, which can be regarded as a game process between
G and D. The generator G performs enhancement, its input
is a noisy signal and a latent representation, and its output is
an enhanced signal. The discriminator D performs classifica-
tion, its input is a real pair composed of a noisy signal and a
clean signal, or a fake pair composed of a noisy signal and an
enhanced signal. According to the characteristics of commu-
nication signals, the conditional generative adversarial net-
work is adopted, the loss function is improved, and the
model structure is established. On this basis, the proposed
model can eliminate the noise and interference in the signal
without extracting artificial features.

4. Evaluation

4.1. Parameter Setup. In order to verify the validity of the
proposed model, a simulated communication dataset is used
in this paper. For signal types, several modulation modes
with wide application and high spectral efficiency are
selected in the experiment, including BPSK, QPSK, 8PSK,
16QAM, and 32QAM. There are two sets of signals: the orig-
inal clean signal and the noisy signal with noise and interfer-
ence. The noisy signal to be enhanced is composed of clean
signal, Gaussian white noise, and other interference signals.
In the training phase, the clean signal and the corresponding
noisy signal are connected then fed to the model, where the

clean signal is used as a condition. In order to further prove
the adaptability of the proposed model, the test set is set to
be different from the training set, the noise and interference
in the test set are also set to be different from those in the
training set.

In the experiment, the signal is down-sampled at a sam-
pling rate of 2MHz, and a sliding window is used to segment
the signal into a fixed length of 1024 sampling points. The
total number of signals in the training set and the test set
for each condition is 9000 and 1000, respectively. Adam
optimizer is adopted to optimize network parameters. The
learning rate is set to 0.0002, the epoch is set to 20, and
the batch size is set to 100. For the network structure, the
generator G is composed of 14 convolutional layers, with a
filter width of 31 and a stride of 2. All hyperparameters are
determined by a large number of experiments.

4.2. Experimental Results. In order to evaluate the quality of
the enhanced signal, signal-to-noise ratio (SNR) and root
mean square error (RMSE) are selected as evaluation metrics
in the experiment. Three typical enhancement systems based
on deep learning are constructed as the baseline method,
which further demonstrates the superiority of the proposed
model. The first one uses deep auto-encoder (DAE) [22],
which is a network structure commonly used for denoising.
The second one uses convolutional neural network (CNN)
for enhancement [23]. The third one is a modification of
GAN [24].

The goal of alternate training is to get a generative net-
work, which removes noise and interference, then realizes
signal enhancement. After the training is completed, the
noisy signal is fed into the generative network to obtain an
enhanced signal. Figures 4–6 show the clean signal, the noisy
signal, and the enhanced signal generated by the proposed
model, respectively, when the modulation mode is 16QAM
and the SNR is 0 dB. The signals before and after enhance-
ment are compared in terms of waveforms. It can be seen that
the enhanced signal is similar to the original clean signal.

In the first part of the experiment, a specific modulation
signal is optimized, which is only overlapped by noise. The

noisy signal noisy signal

G encoderG encoder

G decoder G decoder

enhanced signal

noisy signal

enhanced signal

noisy signal

clean signal

noisy signal

D

true

D D frozen

truefake

c z c z

Figure 3: Adversarial training of the proposed model.
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improved SNR is calculated, the higher the better. In order
to intuitively reflect the enhancement effect in QPSK scene,
Figure 7 depicts the improvement comparison of four
methods for noisy signals with different original SNR. As
can be seen, all methods can solve the problem of signal
enhancement, and the proposed model performs better.

Whether in the case of high or low SNR, it provides better
results than other methods.

The enhancement model should not be limited to certain
types of wireless signals, but should be suitable for most
types. Therefore, a signal dataset composed of other modu-
lation modes is also tested, in which the original signal is
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set to different amplitude and carrier frequency. For 16QAM
modulation signal, the same experiment is carried out to
prove the universality of the proposed model. The experi-
mental results are presented in Figure 8. Obviously, the pro-
posed model can still achieve the ideal enhancement effect. It
indicates that the proposed model can adapt to various
changes in the characteristics of the original signal.

For the case that the clean signal is overlapped by noise
and other types of interference signals with the same or sim-
ilar carrier frequency, the RMSE of the enhanced signal is
calculated, the lower the better. Table 1 lists the experimen-
tal results for specific SNR and interference type in 16QAM
scene. It can be seen that RMSE is significantly reduced by
the proposed model. It verifies that the proposed model
can not only effectively eliminate the noise, but also moder-
ately reduce the interference with the same frequency.

The enhancement performance of the proposed model
for various SNR and unknown interference is evaluated in
the last part of the experiment. Specifically, the clean signal
in the training set is overlapped by noise with a specific

SNR and interference with a specific type. But the SNR range
and interference type of noisy signals in the test set are quite
different from those in the training set. Table 2 shows the
enhancement performance in 16QAM scene. The training
set contains noisy signals whose SNR is only 0 dB. For other
conditions, noise and interference can still be reduced, which
reflects the strong robustness of the proposed model.

The analysis of the above experimental results indicates
that the proposed model has better enhancement perfor-
mance among the competitive methods.

5. Conclusion

Signal enhancement can be embedded into practical applica-
tions in the field of wireless communications as a prepro-
cessing module. Traditional enhancement methods usually
have some disadvantages, such as the lack of universality
for noise and interference and lack of adaptive learning abil-
ity for signal features. When the external environment
changes, they are difficult to distinguish between the signal
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Figure 8: Improvement of SNR in 16QAM scene.

Table 1: RMSE for specific SNR in 16QAM scene.

Methods -8 -6 -4 -2 0 2 4 6

DAE-based 0.2940 0.2467 0.2068 0.1721 0.1412 0.1164 0.0938 0.0815

CNN-based 0.2957 0.2520 0.2082 0.1752 0.1412 0.1183 0.0961 0.0809

GAN-based 0.2943 0.2517 0.2066 0.1655 0.1365 0.1094 0.0966 0.0791

Proposed 0.2580 0.2140 0.1821 0.1487 0.1245 0.1031 0.0885 0.0782

Table 2: RMSE for various SNR in 16QAM scene.

Methods -8 -6 -4 -2 0 2 4 6

DAE-based 0.2960 0.2430 0.2000 0.1659 0.1395 0.1195 0.1047 0.0940

CNN-based 0.2957 0.2430 0.2004 0.1665 0.1402 0.1205 0.1057 0.0953

GAN-based 0.2893 0.2383 0.1972 0.1648 0.1399 0.1212 0.1076 0.0980

Proposed 0.2393 0.1985 0.1662 0.1415 0.1229 0.1093 0.0996 0.0929
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and the noise, resulting in the decline of the enhancement
effect. In this paper, an end-to-end communication signal
enhancement model is proposed to solve the above prob-
lems. In the framework of generative adversarial network,
the model adopts the encoding-decoding structure based
on convolutional layer. It aims to rapidly eliminate noise
and interference in the signal. Moreover, the improvement
process of the objective function is analyzed, the design
structure of the model is provided, and the feasibility of
the model is verified by a large number of experiments.
The experimental results confirm that the proposed model
is more effective for communication signal enhancement
than other deep learning-based methods.

Data Availability

The simulated dataset used to support the findings of this
study are available from the corresponding author upon
request.
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