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In underwater acoustic sensor networks (UASNs), energy awareness, best path selection, reliability, and scalability are among the
key factors that decide information delivery to the sea surface. Existing protocols usually do not combine such performance-
affecting factors in information routing. As a result, the performance of such protocols usually deteriorates if multiple
performance factors are taken into account. To cope with such performance deterioration, this article proposes two routing
protocols for UASNs: energy and path-aware reliable routing (EPRR) and cooperative EPRR (Co-EPRR). Compared with the
counterpart systems, the proposed protocols have been designed to deal with the problem of long propagation delays and
achieve network reliability. The EPRR scheme uses nodes’ physical distance from the surface with its depth, which minimized
the delay of packet transmission. The channel interaction time has been reduced, therefore, reducing unwanted channel effects
on the data. Furthermore, the density of the nodes in the upper part of the network prevents data loss and limits the rapid
death of the nodes. The second proposed scheme, Co-EPRR, uses the concept of routing information from the source to the
destination on multiple paths. In Co-EPRR routing, the destination node can receive more than one copy of the data packet.
This reduces unfavorable channel effects during data delivery. Both the schemes show good performance in terms of packet
delivery ratio, received packet analysis, and end-to-end delay.

1. Introduction

Energy awareness, best route selection, reliability, and scalabil-
ity are among the principal factors that determine the perfor-
mance of underwater acoustic sensor networks (UASNs) [1]
in information routing to the desired target, as these factors
are directly linked with performance evaluation. In addition,
these performance factors play a key role in undersea applica-
tions such as underwater exploration, monitoring, submarine
tracking, and navigation and are used for military purposes

[2–5]. Unfortunately, existing schemes usually do not consider
these factors altogether in information routing, which leads to
compromised network performance since one or the other
performance parameter can get compromised.

Channel noise and bit error rate can be looked into
channel conditions during data routing in order to minimize
to a certain extent [6, 7] that the channel impairments affect-
ing data delivery. As described in [6], cooperative communi-
cation is one of the techniques that could be exploited to deal
with channel properties. This technique is based on multiple
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paths and on the combination of data at the destination; this
approach has been used to increase the reliability of data
delivery. In cooperative communication, a relay forwards
data to the destination by amplifying or decoding the
received signal. The first is known as amplify and forward
(AF), and the second is known as decode and forward
(DF) [8]. The AF scheme is simpler and forwards data with
a lower latency than DF, as DF completely decodes the signal
before forwarding [9]. In general, two cooperative methods,
called fixed and incremental cooperative relay schemes, are
used [10, 11]. In fixed cooperation, the relay always cooper-
ates. While in incremental relaying, the cooperation is done
when a destination needs to send the desired signal. In incre-
mental relaying, instantaneous information from the chan-
nel reduces data forwarding by limiting the feedback
packets to a few bits. In fixed relaying, data are transmitted
to the destination regardless of the channel condition [12].
In cooperative communication, The receiver can get more
than one copy of the same data packets. All these data
packets are then combined using one of the combining tech-
niques to improve the correct reception of the data [13].

Using multiple antennas at a sensor node provides data
reliability. However, in the case of UASNs, adding antennas
is difficult and expensive. Therefore, to improve reliability,
cooperative communication is usually used instead of multi-
ple antennas. In such a case, overhearing of the data by
neighboring nodes can lead to high data reliability [14] even
when a single antenna node is used. Anyway, in cooperative
communication, data retransmission by a relay is used to have
error-free data. However, multiple data transmission leads to
additional energy consumption and increases latency.

Protocols that do not consider channel awareness and
noise in data routing generally do not guarantee reliable data
delivery, since there is no retransmission of data packets. On
the other hand, cooperative routing protocols enhance data
reliability, since data are transmitted by sender and relay
nodes as well. Many cooperative [15, 16], noncooperative
[17], and different other types of routing protocols are pro-
posed for UASNs [18, 19]. These routing algorithms achieve
high reliability at the cost of high latency and excessive
energy consumption.

The selection of the best and shortest path during data
routing takes into account the overall time to transmit the
packet from the source to the desired target. This not only
shortens the time of data delivery, which is necessary in
emergency and military applications, but also makes the
data affected by the channel properties for a short period
of time. As a result, reliability is also increased. Scalability
ensures that new nodes can be added to the network so that
the network can be easily extended when desired.

The existing schemes that route data in UASNs do not
consider energy awareness, shortest path selection, reliabil-
ity, and scalability together [15, 16]. Instead, the proposed
methods generally exploit a single parameter or indicator
in the routing of information [20–22]. Even when more than
one parameter is considered, if the computation of the
Euclidean distance for route determination is needed, the
network scalability is affected [23, 24]; the calculation of
Euclidean distance is, in fact, cumbersome in UASNs, as it

involves the computation of nodes’ position coordinates
and nodes constantly change their positions. As a result,
one or more performance indicators are not always optimal
when the network operates.

This work proposes two approaches (EPRR and Co-
EPRR) to cope with these limitations. In EPRR, data are
reached to the sink along the shortest links, so less time is
taken by the data. This minimizes the propagation delay
and shortens the time it takes for the channel properties to
affect the data. As a result, the data transfer reliability is
improved. Moreover, consideration of energy and noise
parameters further improves routing strategies and data for-
warding. The Co-EPRR also adds cooperative routing to
EPRR to make data communication even more reliable. In
Co-EPRR, data overhearing of the node is exploited and
the relay cooperates with the destination. If the destination
fails to receive the correct data, then, a relay retransmits
the data on request of the destination. The Co-EPRR utilizes
amplify and forward incremental cooperation; data retrans-
mission is controlled by using the bit error rate (BER)
threshold. Cooperation of the nodes provides data reliability
and increases the chances of a successful reception of the
data.

Both the proposed schemes have promising performance
in data delivery to the desired target and do not affect the
scalability of the network as they do not require the Euclid-
ean distance computation in route computation. Instead,
nodes’ physical distance is involved, which is computation-
ally less complex.

To summarize, the contributions of the proposed work
are as follows:

(i) The nodes are deployed in the network in such a
way as to avoid early death of the nodes and
improve performance. Specifically, the density of
nodes in the upper area of the network is greater
than other lower part of the network

(ii) The proposed EPRR scheme considers the shortest
and best routes, which are the paths that provide
the least time from a source to the desired target.
The choice of the shortest path is based on the dis-
tance amongst nodes and sinks. Channel noise,
residual energy, and depth are considered as well
for further improving successful delivery

(iii) In the proposed Co-EPRR scheme, to ensure reli-
able delivery of data packets, cooperative routing is
added to the EPRR protocol. Desired information
amongst the nodes is shared to advance throughput
and reliable data exchange. The relay cooperates
with the destination node if the data have an error
greater than a given threshold. The relay node
retransmits the same data again on request of the
destination. Data are processed using maximum
ratio combining (MRC) to obtain the required data
at the destination

(iv) Both EPRR and Co-EPRR use timer-based opera-
tions to compute the distance rather than the
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computationally complex Euclidean distance. This
reduces the complexity of computation and avoids
the loss of scalability. As a result, network perfor-
mance is improved without compromising scalabil-
ity, as is the usual case with existing schemes

2. Related Work

A routing algorithm presented in [17] uses depth informa-
tion for data delivery and is a receiver-based approach.
The data is exchanged with the nodes having low depth.
The lowest depth node accepts data for further transmission
to the next step. The node having the lowest depth then
informs all other neighbors by transmitting the same packet
with the highest preference. When the neighbors receive the
same packet, they discard the old one and consider success-
ful delivery of the packet. This algorithm performs very well.
However, high traffic on the upper nodes creates data over-
head and leads to early death of nodes.

A recent approach [25] that improves the most popular
existing algorithm [17] is presented. The fuzzy logic and
the bloom filter are utilized to improve the existing routing
strategy. The fuzzy logic is used for the uncertainty of energy
estimation and hop count. Moreover, for the memory
improvement of the DBR, a bloom filter is utilized. This
algorithm performs best in terms of many performance met-
rics, such as energy, data delivery, and node lifetime.

The algorithm in [26] utilized an opportunistic tech-
nique for data routing and titled as “confined energy deple-
tion (CED) opportunistic routing (OR) mechanism”. The
data is routed in steps in order to achieve better performance
such as energy utilization and packet reception. Firstly, the
data advanced towards the next nodes. Then, the best for-
warder is selected to advance the data. Next, the signal-to-
noise ratio (SNR) and link quality are determined for the
next step to advance the data.

The author suggested a clustered routing method, the
location, and energy-aware k-means clustered routing (LE-
KCR) algorithm, in [27]. K-means technology is used to deter-
mine the location of each node and the remaining energy of
each node. Cluster-head selection considers both the situated
site and the remaining energy of a prospective cluster-head,
as well as the distance between it and its sink node. Compared
with the traditional low-energy adaptive clustering hierarchy
(LEACH) protocol and the enhanced LEACH protocol based
on K-means clustering technology, the LE-KCR scheme con-
sumes less energy and has fewer dead nodes.

To enable time-saving and reliable routing for UWSN,
[28] offers the energy-efficient guiding-network-based rout-
ing (EEGNBR) protocol. It considers the beneficial
distance-vector technique and creates a guiding network to
give underwater sensor nodes the shortest route (least hop
counts) toward the sinks in order to reduce network latency.
Furthermore, it combined classic opportunistic routing with
a revolutionary data forwarding technique known as a con-
current working mechanism, which also significantly mini-
mizes forwarding delay while ensuring reliable routing. In
terms of network latency, the protocol outperforms certain

related traditional protocols while maintaining an equivalent
or even superior energy usage and packet delivery ratio.

An energy-aware multilevel clustering scheme is sug-
gested in [29], to increase the lifetime of the underwater
wireless sensor network. The undersea network area is com-
posed of 3D concentric cylinders with many layers, and each
level is separated into several blocks, each of which repre-
sents a cluster. The proposed algorithm employs a vertical
communication route from the sea floor to the surface
region. Simulations are used to demonstrate the efficacy of
the proposed approach, which performs well in terms of net-
work lifespan and residual energy.

A delay-tolerant algorithm with sink mobility is pre-
sented in [30]. In order to minimize duplicate data and
energy cost, this scheme uses different variations of the
depth threshold. For further improvements, the algorithm
uses mobile sinks. The deployment of mobile sinks reduces
the path length between two nodes. Reducing path length
tends to minimize latency and improve successful data
exchange. However, the path trajectories for sinks are diffi-
cult and costly underwater. Moreover, the depth threshold
increases the computational complexity of the algorithm.

The algorithm in [31] tries to maximize the network
throughput and data reception by using the novel incremen-
tal cooperation. In this case, the retransmission of data by
the relay occurs when the receiver fails to retrieve the correct
data. Moreover, the algorithm implements a multilayer net-
work structure and uses courier nodes. The courier nodes
move in each layer for the collection of data, which maxi-
mizes the network throughput and latency. However, the
courier nodes increase the cost of network deployment.
Due to the cooperation, the energy cost is also high.

A delay-sensitive-energy efficient scheme for UWSNs
called FVBF is proposed in [23]. The FVBF enhances the
performance of the VBF [24] by using the fuzzy logic
technique, where the best forward node is selected by con-
sidering the position of the node and the energy informa-
tion in the cylinder. In FVBF, consideration of the residual
energy ratio (RER) and fuzzy logic interference system
reduces energy consumption and interference. The lowest
distance and highest remaining energy are considered for
selection of the destination to forward the information to
the desired sink node through the multihop path. The
fuzzy logic interference system reduces the contribution
of the other nodes during the routing and follows the
shortest path to reach the sink node. FVBF minimizes
delay during the information forwarding and reduces
energy consumption. However, the nodes have a large data
burden on the cylinder.

To reduce latency and improve network energy, Ali et al.
introduced DVRP [20]. DVRP forwards the information in
the network in a diagonal or vertical manner to reduce the
path length and decreases the latency. Moreover, the hori-
zontal flow of information in the existing schemes increases
the routing path, which increases the energy cost and
latency. The best forwarder selection is made on energy
and flood angle. Data to the next node are delivered in the
same manner. The information is forwarded only in the
flooding zones vertically or diagonally to decrease the path
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length and allow the node to forward the information to the
upper sink node with a small delay. DVRP reduces the net-
work energy consumption and minimizes the latency during
packet forwarding. However, the flooding angle updating is
required for data forwarding.

In [21], an efficient energy and delay minimization algo-
rithm named PBR for underwater UWSNs is presented. The
information flows in two different ways, one is a regular
information packet and the other is an emergency informa-
tion packet, and it is transmitted by the path which leads to

Radio tower

Radio waveSink node

Sensor node

500 m

50
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Figure 1: Network model.

1 Initialization;
2 S source: Source node;
3 D i: Depth possesses by sensor node i;
4 S source broadcast a hello packet;
5 Calculate response time t;
6 ds,n: distance between sender and neighbor node;
7 ds,n = ðv × tÞ/2;
8 dn,sink: distance between sink and neighbor node;
9 ds,sink = ds, n1 + :⋯ dn1, ni + dni, sink;
10 Neighbor nodes reply;
11 for round=1:end do
12 if Ssource receives reply then
13 compute ds,n and dn,sink;
14 compute weight function WsðnÞ;
15 WsðnÞ = R/ds,n + dn,sink +Dn +N
16 end
17 end
18 Find maximum value of the WsðnÞ to choose relay node;
19 The Best relay having the highest value of the weight function

Algorithm 1: Network initialization and destination selection.
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deliver data through the shortest path. The picking of the
best forwarder node is based on the desired attributes such
as the remaining energy, delay, and number of hops. The
node having a minimum number of hops, delay, and high
residual energy which lies within the communication range
is considered the best forwarder node which forwards the
information further to the sink node. By taking the desired
parameters, it reduces the path length and increases the
information that reached the sink node with low cost of
energy and taking less time as compared to the counterpart
schemes. However, the regular information is received with
a high latency compared to the emergency packet. An effi-
cient mechanism for the video and image transmission using
acoustic waves is discussed in [32].

The UMDR [22] algorithm forwards the information
with a small latency and uses a directional antenna. Instead
of the broadcast nature of the data transmission, the nodes

use a directional antenna to deliver data in less time. In
addition, it reduces the energy cost and the overhead of
the control message due to the directional antenna. How-
ever, the computational complexity due to the directional
antenna is high.

The idea is introduced in [33] to obtain an efficient algo-
rithm in energy consumption and reliability of the network
by considering nodes’ depth and minimum number of
neighbors. The selection of the best forwarder node is estab-
lished on the function parameter; minimum depth, and
number of neighbors to reduce the interference between
the nodes. In this algorithm, the source node first broadcasts
a hello packet to collect the information of all the nodes. The
node close to the sink node having the least number of
neighbors is selected as the destination node. Selecting the
node which has the minimum number of neighbors as a for-
warder reduces the interference and collision of the data
packets. The algorithm sounds superior in energy consump-
tion, remaining energy, packets received at the sink node,
packets dropped, PDR, and delay. However, the data load
at the lowest depth is greater in the network and tends to
die soon.

A cooperative depth-based routing (CoDBR) is pre-
sented in [15]. Data are forwarded to the destination using
the fixed relaying cooperative technique. Three copies of
the data are received by the destination, one is transferred
directly to the destination by the sender, and the other two
copies of the data are transmitted by the relay nodes. The
data are then combined utilizing the MRC technique. The
relay and destination selection is based on the depth infor-
mation. The node that has the lowest depth is selected as a
destination. The CoDBR improves the network throughput
and reliability with high latency and high energy
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Figure 2: Data forwarding in EPRR.
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Figure 3: Data forwarding technique.
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consumption. Lee and his colleagues propose an automatic
repeat request (ARQ) cooperative algorithm in [16]. All
relay nodes transmit the data one by one on the destination
request for correct data reception to achieve high through-
put. However, the request of the destination to all the relay
nodes one by one for retransmission consumes excessive
energy and increases latency.

A cooperative void avoiding routing that requires the
location information of the nodes for data forwarding is pre-
sented in [34]. For data forwarding, the sender considers an
imaginary pipeline to the sink node to avoid data flooding.
Nodes within the cylinder are eligible for data forwarding.
The redundant packet forwarding is restricted using data

holding mechanism. The protocol achieves a better packet
delivery ratio by utilizing a minimum amount of energy.
However, this routing algorithm requires the location of
the sensor nodes for information exchange.

In the region-based cooperative routing protocol
(RBCRP) [35], the whole network is divided into four
regions. In each region, a mobile sink moves horizontally
in the network and collects data from the nodes in its own
region. The source transmits data directly or through a relay
node to the MS. Direct transmission is done when the source
node finds MS in its transmission range. Otherwise, the data
are transmitted through a relay node to the MS. The RBCRP
is an energy-efficient and reliable algorithm in terms of PDR.

Soure node

Relay node

Destinstion node

Non cooperative areaNon cooperative area

Cooperative area

Figure 4: Relay selection.
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Disc
ard

Source node

Data packet

Relay node

Broadcasting
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Relaying

Figure 5: Data transmission (ACK).
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However, the movement of the mobile sink node is difficult
underwater in terms of defining its path.

An algorithm in [36] is proposed for cooperative data
transmission to the sink with a minimum energy consump-
tion. The fuzzy logic chooses the best relay among the neigh-
boring nodes. The proposed scheme improves the PDR and
delay of the network. Packet collision minimization is done
using the holding time. However, the remaining energy of
the node is used for relay selection which is updated after a
short time interval causes communication overhead and
high latency.

REQ

Source node

Data packet

Relay node

Broadcasting
Destination node

Relaying

Figure 6: Data transmission (REQ).

While data
reached to sink

If next hop
is sink node

If BER < 0.5

Send REQ to relay
node

Data reached to sink
node

Select next hop node
as destination node

If BER < 0.5

Send REQ to relay
node

Data relay to receiver
Data forwarded to that
node whom send the

REQ

Forward data packet

Start

End

Yes

No

No

Yes

Yes Yes

NoNo

Figure 7: Flow chart.

1 S sender : Sender node;
2 N i: Neighbor node i of the sender node;
3 S sender send a data packet;
4 for round=1:end do
5 while data packet not reached to sink node do
6 if Next hop = Sink node then
7 if BER < 0:5 then
8 data packet accepted;
9 send ACK to sender;
10 Data reached to sink node = true
11 else
12 Select N 1 as relay node;
13 Send REQ to N 1 by the sink node;
14 Forward data by N 1;
15 data packet accepted;
16 Data reached to sink node = true;
17 end
18 else
19 Select N 1 as destination;
20 if BER < 0:5 then
21 data packet accepted;
22 S sender = N 1:
23 else
24 Select N 2 as a relay node;
25 send REQ to N 2 by N 1;
26 Forward data by N 2
27 data packet accepted;
28 S sender = N 1
29 end
30 end
31 end
32 end

Algorithm 2: Routing mechanism.

Table 1: Parameters choice.

Parameters Size Unit

Network size 500 × 500 × 500 Meter

Sink nodes 4

Sensor nodes 225

Transmission range 100 Meter

Depth threshold 60 Meter

Data packet 50 Bytes

Threshold 0.5

Frequency 30 kHz
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The cooperative routing that uses fixed ratio combining
(FRC) is proposed in [37]. The selection of the relay is made
on the channel noise, the distance of the source to the relay
node, and the remaining energy of the node. The protocol
achieves better energy consumption, delay, and network life-
time than its counterpart schemes. However, acknowledg-
ment consumes excessive energy. The same routing metrics
such as SNR, time of arrival, and distance between are used
also in the algorithm presented in [38]. The relay node coop-
erates with the destination node whenever it does not receive
the correct data. PDR and delay are improved. However,
using CTS, RTS, and ACK causes communication overhead.

A cooperative communication is presented in [39], in
which the relay regenerates the data followed by its transfer
further to destination. The best relay node is selected using
the SNR, time of arrival (TOA), and hop count information.
In this approach, a better packet delivery ratio is achieved
with minimal energy usage and delay. The sink node broad-
casts an advertising packet to obtain the hop count informa-
tion. However, this needs to be updated after specific
intervals of time that cause delay.

In [40], a cooperative algorithm is proposed. The relay
and destination nodes are chosen using three parameters:
link quality, time of arrival, and hop count information.

The data are retransmitted by the sender when it receives a
request from the destination. If the sender does not receive
a request from the receiver, then after some time intervals
the sender forwards the same packet to the receiver. This
scheme achieves better PDR with minimum energy con-
sumption and latency. However, information updating is
required for relay and destination node selection and loca-
tion information is needed for data routing. A most recent
approach that used both acoustic and optical waves is pre-
sented in [41]. The acoustic waves are used for the control
signal transmission, while data is exchanged using optical
waves.

3. Proposed EPRR Algorithm

3.1. Network Architecture. Below the water surface, a sensor
network setup is installed as shown in Figure 1. The deploy-
ment of the nodes affects the performance of the network,
especially underwater. In particular, nodes are deployed to
have a bigger number in the upper part of the network than
in the other part of the area to be monitored. The nodes are
capable of detecting attributes such as temperature, pressure,
and light. These sensor nodes are powered by a limited bat-
tery. The communications among sensor nodes are done

0 200 400 600 800 1000 1200 1400

Rounds

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Pa
ck

et
 d

el
iv

er
y 

ra
tio

Packet delivery ratio (PDR)

DBR
EPRR
Co-EPRR

Figure 8: Packet delivery ratio (PDR).

Table 2: Packet delivery ratio (PDR) analysis.

Protocol
PDR at
round 1

PDR at round
200

PDR at round
400

PDR at round
600

PDR at round
800

PDR at round
1000

PDR at round
1200

PDR at round
1400

Co-EPRR 0.688 0.571 0.515 0.478 0.453 0.437 0.424 0.416

EPRR 0.480 0.410 0.363 0.344 0.340 0.336 0.332 0.329

DBR 0.426 0.393 0.300 0.238 0.210 0.195 0.184 0.176
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using acoustic waves. Each sensor node acts as a relay or
source node. On the other hand, on the sea surface, sinks
are placed at a fixed position. The sink nodes are different
from the sensor nodes and communicate with each other
through radio waves, while still using acoustic waves to com-
municate with the sink nodes. The acoustic modem is
installed to communicate between sensor nodes at each sen-
sor node. The sink nodes gather information from the sensor
nodes; for further processing, the data is then delivered to
the base station.

3.2. Network Initialization and Forwarder Selection. After
network setup, the depth information of every sensor node
is obtained by a pressure sensor attached to it. The depth
value of the node i is denoted by Di. Each node finds the dis-
tance from their neighbor nodes sending a specific “hello”
packet. When a node receives the broadcasted hello packet
from a sender, it sends a response. The sender, once it
receives a response from a neighbor node, can calculate the
roundtrip time taken t and then calculate the distance. The
neighbors also share their depth with the sender in the hello
packet. The sender s finds that its distance from every neigh-
bor node n is represented by ds,n = ðv × tÞ/2, where v repre-

sents the speed of acoustic waves in water. Then, the next
forwarder finds its distance in the same manner from the
next nodes and shares that distance value with the sender.
At the end of the process, each node knows the distance
value from the sink ds,sink = ds, n1 +⋯+dn1, ni + dni, sink,
where ni is the last node which communicates directly with
the sink. In other words, the sink lies in the coverage area
of the node. Based on the parameters Dn, ds,n,dn,sink , noise
N , and residual energy R a sender node can also compute
a weight function for the neighbor node as follows:

Ws nð Þ = R
ds,n + dn,sink +Dn +N

: ð1Þ

The weight function for each neighbor node is deter-
mined by equation (1). The source then determines the next
forwarder on the basis of the maximum value of the weight
function. The best forwarder node is selected as the one with
the highest value of the weight function. Algorithm 1 depicts
the selection of the forwarder node.

The sender calculates the weight function for every
neighbor and selects the node that follows the shortest route
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Figure 9: Received packet analysis.

Table 3: Successful packet reception analysis.

Protocol
Received data
at round 1

Received data
at round 200

Received data
at round 400

Received data
at round 600

Received data
at round 800

Received data
at round 1000

Received data
at round 1200

Received data
at round 1400

Co-EPRR 155 24632 40199 49275 54039 56783 57789 58091

EPRR 108 18039 30047 40000 49259 56280 60344 61778

DBR 96 17300 24351 25865 26753 27235 27522 27766
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to the sink. Two different scenarios are depicted in Figure 2
in which all neighbors have the same depth. When using
only depth information, all neighbors will direct data to
the next stage because of having the same depth value.
Therefore, the proposed approach chooses the best for-
warder using the distance with the depth information of
the nodes. In the scenario depicted in part a, node 2 is
selected as the next forwarder, because it has the highest
value of the weight function than the other neighbors. In
other words, it is the shortest route to the sink than the
others. In part b, both nodes have the same depth and dis-
tance from the source and the sink. So, both hold the same
value of the weight function. Therefore, in this case, the
sender has an open choice to select any of these nodes.
And one of them directs data toward the sink.

3.3. Data Forwarding. When a source needs to exchange a
data, it first checks the sink in its proximity. If a sink is avail-
able, then, direct exchanging of data with the sink node is
performed without any other indirect path. When a sink is
not present, the data are routed through other nodes until
they reach the sink node. Namely, the source node gives

the packet to be sent to its neighbor nodes in case of not
finding any sink node in its neighborhood. When the source
to destination link fails, the data are dropped. From these
neighbor nodes, a destination is selected on the basis of
equation (1) which has the maximum value. Then, the
sender sends the data with their unique ID and also embed
the ID of the destination to the data packet. The same pro-
cess is followed at every next hop until the data reach the
sink node.

4. Proposed Co-EPRR Algorithm

The EPRR does not guarantee reliable data delivery, because
if the source to destination link fails, then, the data is lost.
The Co-EPRR is proposed, which provides data reliability
whenever the source to the destination link is failed and then
relays the data to the destination. The cooperation of the
relay node and the combining technique is discussed in this
section. The network architecture, network initialization,
and destination selection are the same in Co-EPRR as in
EPRR.
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Figure 10: Network delay.

Table 4: End to end latency analysis.

Protocol
Delay at
round 1

Delay at
round 200

Delay at
round 400

Delay at
round 600

Delay at
round 800

Delay at round
1000

Delay at round
1200

Delay at round
1400

Co-EPRR 5:62 × 103 1:35 × 108 3:15 × 108 4:44 × 108 5:18 × 108 5:77 × 108 6:19 × 108 6:46 × 108

EPRR 2:43 × 103 7:07 × 107 1:86 × 108 2:91 × 108 3:71 × 108 4:37 × 108 4:87 × 108 5:09 × 108

DBR 2:74 × 103 1:36 × 108 4:42 × 108 7:30 × 108 9:30 × 108 1:05 × 109 1:13 × 109 1:21 × 109
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4.1. Relay Selection Using Cooperation. For cooperation,
three nodes are considered: the source, the relay, and the
destination nodes as depicted in Figure 3. In cooperative

schemes, data is received at the destination from the sender
as well as by the relay node. The first one is known as broad-
casting, and the second is relaying. In the first phase, the
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Figure 11: Residual energy analysis.
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destination and relay nodes receive data directly from the
source node. In the second phase, the data received by the
relay node is directed toward the destination.

The data forwarding from source S to relay R and desti-
nation D is formulated as

ysd tð Þ = hsdXs tð Þ +Nsd tð Þ,
ysr tð Þ = hsrXs tð Þ +Nsr tð Þ,

ð2Þ

where hsd and hsr are the channel gains between S −D and
S − R, respectively. The signal that S transmits at time t is
Xs. The ysd and ysr are signals from S −D and S − R, respec-
tively. The Nsd and Nsr are the channel noise added to the
desired signal from the S −D and S − R links, respectively.

Data communications from R to D are formulated as fol-
lows:

yrd tð Þ = hrd f ysr tð Þð Þ +Nrd tð Þ, ð3Þ

where hrd is the channel gain from R −D. The Nrd is the
channel noise along the R −D link. R processes the signal
received from S represented by a function f ðysrÞ. In this
paper, the AF technique (amplify and forward) is used. R
amplifies the desired signal by a factor of β before sending
it to D and receives the signal as follows:

yrd tð Þ = hrdβ hsrXs tð Þ +Nsr tð Þð Þ +Nrd tð Þ: ð4Þ

The channel is modeled as Rayleigh fading and AWGN
is used to simulate the channel noise. The sequence of bit
generated by a sender using binary phase shift keying
(BPSK) is sent over the AWGN channel directly to a destina-
tion. Then the destination checks the bit error rate (BER)
and is given as [42]

BER = 1
2 1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�SNR
1 + �SNR

s0

@

1

A, ð5Þ

Table 5: Remaining energy analysis.

Protocol
Residual
energy at
round 1

Residual
energy at
round 200

Residual
energy at
round 400

Residual
energy at
round 600

Residual
energy at
round 800

Residual
energy at
round 1000

Residual
energy at
round 1200

Residual
energy at
round 1400

Co-EPRR 3:37 × 103 1:71 × 103 880:00 445:84 232:27 103:85 35:49 0
EPRR 3:37 × 103 2:20 × 103 1:45 × 103 918:23 520:10 235:62 64:68 0
DBR 3:37 × 103 2:15 × 103 1:23 × 103 676:52 358:38 191:74 89:66 0
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where

�SNR = 10SNR/10,

SNR = Pt

A d, fð ÞN fð Þ ,
ð6Þ

where Pt represents the transmitted power of the source.
The Aðd, f Þ and Nð f Þ represent the attenuation and noise
associated with the underwater channel.

The relay is selected from the nodes which lie in the
common transmission range (cooperative area) of both S
and D as shown in Figure 4. The relay and destination selec-
tion criterion is the same as for the destination selection in
the EPRR. Based on the weight function, two nodes are
selected: one serves as a relay and the other as a destination
(equation (1)). The destination is selected which has the
highest value of the weight function, and the second node
is selected as a relay which holds the highest value of the
weight function. The relay forwards data only once to the
destination to reduce the data collision and delay time.

When a data is received by the destination, it analyzes
the BER. If the BER is less than 0.5, then, the destination
responds to the sender and sends an acknowledgment

(ACK) as shown in Figure 5. When the data packet BER is
greater than 0.5, then, D requests R for retransmission as
shown in Figure 6. The sender node embeds relay ID infor-
mation when transmitting the hello packet. Whenever the
destination needs for retransmission of the data, then, the
destination requests to relay which is close to it. The relay
node amplifies and forwards (AF) the desired data packet
and sends it to the destination.

4.2. Combining Technique. When a destination has multiple
replica of the same data packet, all these data packets are
combined using one of the diversity combining techniques.
In this paper, the MRC technique is used. At the destination,
the received signal yd is the combination of all relaying and
directly transmitted signals, which is combined by using
the MRC technique and is given as [43]

yd tð Þ = 〠
L

k=1
h∗kd × ykd tð Þ, ð7Þ

where ykd is the received signal through multiple paths and
h∗kd represents the conjugate of the channel gain. In this case,
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Table 6: Analysis of the number of alive nodes in the network.

Protocol
Alive nodes
at round 1

Alive nodes at
round 200

Alive nodes at
round 400

Alive nodes at
round 600

Alive nodes at
round 800

Alive nodes at
round 1000

Alive nodes at
round 1200

Alive nodes at
round 1400

Co-EPRR 225 199 150 100 66 43 23 0

EPRR 225 209 178 158 127 92 53 0

DBR 225 209 165 114 73 52 44 0
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D combines two signals: one from S and one from R; there-
fore, L = 2 and is expressed as follows:

yd tð Þ = h∗rd × yrd tð Þ + h∗sd × ysd tð Þ: ð8Þ

The flow chart in Figure 7 shows the detail of the data
transmission of the proposed algorithm. Algorithm 2 also
explains the whole process of the proposed scheme.

5. Simulation Results and Discussion

MATLAB is used for simulation purposes to authenticate
the results of the EPRR and Co-EPRR. The EPRR and
Co-EPRR schemes are compared with DBR, because the
DBR considers the depth of the node for data routing.
For fair comparison, the mobility model and the MAC
scheme considered in DBR are also taken into consideration
by the proposed schemes. A network having a size of 500m
× 500m × 500m is considered which distributes nodes ran-
domly. The density in the upper area of the network is kept
higher than that of the rest of the network. It is due to the
high traffic load on the upper nodes, in which the death ratio
is greater than the highest depth nodes. Among 225 nodes,
100 of them are deployed in the upper 100m3. The sinks
are placed at the top of the networks. The sink node has an
infinite energy source, because it can be easily powered on
the sea surface. The sensor node consumes 2W, 0:8W, and
8mW power in transmission, reception, and idle mode,
respectively. A hello packet contains 48 bits and is broad-
casted to establish a connection. The transmission range
and depth threshold of the sensor nodes are 100m and 60
m, respectively. Table 1 shows metrics under consideration.

In Co-EPRR, the packet delivery ratio is the highest than
EPRR and DBR. Because when data are received by a desti-
nation, it is checked. When the BER is less than the thresh-
old value, it is accepted. However, if BER exceeds the limits,
then, the destination requests are relayed for retransmission,
which enhances the packet delivery ratio. The cooperation is
helpful in advancing packets to the surface that raises PDR.
Moreover, the greater number of nodes in the upper area
of the network provides a path for the data. The path provid-
ing by the upper nodes leads to enhance the packet reception
probability. Also, the selection of the shortest path is another
reason for the highest PDR. The effects of the channel are
less due to the shortest path. Due to all these reasons, the
PDR of the Co-EPRR is the highest than that of the rest of
the algorithms. The results of PDR are shown in Figure 8.

The PDR of the proposed EPRR is better than the DBR.
Because in the former, the shortest path is followed toward
the sink node in which the probability of packet loss is less.
Also, the packet is less affected by the channel noise and
attenuation which is received correctly at the destination
and the packet drop probability is less than DBR. Another
reason for better PDR is the density of the network. In the
upper area of the network, the number of nodes is kept
greater in order to increase the packet delivery probability.
So, the proposed algorithms get good performance with
respect to PDR.

The DBR has the lowest PDR. It is due to the high traffic
on the upper nodes that the death ratio is high. The death of
the nodes leads to break the communication between sinks
and the lower nodes. Moreover, DBR considers the depth
for path selection which does not guarantee the shortest path
and the data may be corrupted by noise and tend to reduce
the PDR. The PDR performance analysis is also shown in
Table 2.

The received packet analysis is shown in Figure 9. The
number of packets received in Co-EPRR is higher than that
in EPRR and DBR. Due to the cooperation of the nodes, it
maximizes the number of received packets. The proposed
cooperative scheme requests to relay for retransmission of
the data. Retransmission of data increases the chances of
successful reception. Another reason for the highest data
reception is the best possible route for the data exchange.
Moreover, the network topology also contributes. The
greater number of nodes provides multiple paths to the sur-
face which enhances the reception of the data. At round
1000, the reception of the packets performance goes down
than the EPRR. It is due to the death of the node. The death
of the nodes reduces the chances of cooperation. Reduction
in the cooperation process leads to fewer packet reception.

The EPRR has a higher packet reception than DBR. Due
to the distribution of nodes in the network, multiple paths
are available for data exchange, which increases the recep-
tion of the packets. Also, the shortest path selection leads
to reduce channel effects on the data. The less channel effects
on the data tend to the correct data reception and increase
them. At the start up to 200 rounds, the packet reception
in both EPRR and DBR is the same. It is due to the flooding
of the data in DBR. After that, the nodes die, leading to
reduction of packet reception. The analysis is also shown
in Table 3.

The EPRR delay is the lowest than the others as shown in
Figure 10, because it follows the shortest path to the sink
node which deliver data with small latency, while the Co-
EPRR has a greater delay than the proposed EPRR scheme.
The reason is that the destination takes time to check the
received data through multiple paths and to combine these
data packets. The cooperation at every next hop node takes
time, which results in delay. Therefore, in the Co-EPRR,
the data is received at the sink node with high latency.

In the counterpart DBR scheme, redundant packets are
transmitted, which increases packet collision, energy con-
sumption, and latency. Also, the selection parameter only
considers the nodes’ depth for data routing, which does
not guarantee the shortest route to the destination. In the
proposed EPRR and Co-EPRR schemes, the shortest route
is used for data transmission by considering the distance
with the depth value of the node. The decision for the for-
warder selection is made by the sender which selects only
one forwarder which leads to reducing the packet collision
probability and redundant transmission. The delay perfor-
mance is further elaborated in Table 4.

In Figures 11 and 12, the residual energy and energy
consumption results are shown. The Co-EPRR residual
energy is the lowest than the counterpart schemes as it
checks the BER prior to packet advancing. If BER is greater
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than 0.5, then, the destination requests to relay for retrans-
mission. In short, two sensor nodes are used to transmit
the same data packet and both sensor nodes consume
energy. The cooperation is done at every next hop node,
which consumes excessive energy. So, in Co-EPRR, the
energy consumption is greater than that of the proposed
EPRR and the counterpart scheme. Conversely, the residual
energy is minimum than the counterpart schemes.

The EPRR has a higher residual energy than the counter-
part scheme. The shortest path is followed to the sink node,
which reduces energy consumption as few nodes are
involved in data forwarding. Also, multipath transmission
is avoided which consumes less energy and its residual
energy is higher than the counterpart schemes. While in
the competitor DBR algorithm, redundant data transmission
tends the more energy consumption and reduces the net-
work lifetime. Table 5 shows more detail about the energy
of the network.

In Co-EPRR, nodes die soon as cooperation makes them
use of their energy rapidly. Therefore, cooperative schemes
have the lowest alive nodes and the highest dead nodes com-
pared to DBR and EPRR as shown in Figures 13 and 14,
respectively. In EPRR, the nodes do not die soon due to
the lower energy usage. In DBR, the higher energy consump-
tion leads to rapid death of the nodes. Therefore, the number
of alive nodes in DBR is lower than that of the proposed
EPRR. As a result, the number of alive nodes is higher in
EPRR than in the counterpart scheme as shown in
Figure 13 and also in Table 6.

6. Conclusion and Future Work

Two routing algorithms are proposed for UASNs: EPRR
and Co-EPRR. The former used delay-sensitive paths for
data routing. This reduced the delay and shortened the
time for which data are affected by channel properties,
which improved the reliability of data delivery. The latter
algorithm added cooperative routing to EPRR to further
counteract adverse properties of the channel in the data,
which involved sending data over multiple links from a
source to a destination. This increased the probability of
successful data delivery to the desired target, even if some
links failed to deliver the data. Both protocols maintained
scalability of the network by computing physical distance
rather than the computationally complex Euclidean dis-
tance. Network scalability is lost when Euclidean distance
is computed, as it involves nodes’ coordinate computa-
tions, and nodes constantly change their positions. Fur-
thermore, the higher density of the nodes provides stable
operation in the proposed schemes. Extensive simulations
proved that the proposed schemes performed better in
delivering packets to the desired target. The delay of the
EPRR scheme was shorter than that of the counterpart
scheme. However, the delay of Co-EPRR was greater than
that of the counterpart scheme due to the routing data
over multiple paths in the former. In the future, energy
harvesting techniques will be used to energize the surface
nodes to prolong the network lifetime.
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