Internet Financial Risk Model Evaluation and Control Decision Based on Big Data
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Internet finance is the application of advanced information technology to traditional finance. Internet finance is accelerating its growth, and its performance is most obvious in the financial market. The Internet financial reduces costs of traditional financial, which makes it more civilian. The unstable factors of Internet finance, such as regulation, credit reporting, and network security, lead to a gradual increase in risks. The current Internet financial risk model is slow to deal with risks and cannot solve the financial risks that arise in time to ensure the safety of the platform. In order to solve this problem, the big data technology was applied to the Internet financial risk model to evaluate and control financial risks. The default rate, rate of return, risk control time, model performance score, and other aspects of the Internet financial risk model using big data were tested. It is found that by applying big data technology to the Internet financial risk model, the customer default rate decreased by 6.14%, the yield increased by 7.6%, the time to deal with risks was reduced by 0.46 minutes, and the model performance score was improved by 0.796 points. Big data technology can effectively control and avoid Internet financial risks and help investors avoid risks.

1. Introduction

Internet finance is a product of the continuous development of information technology. The Internet provides a platform for financial transactions to be used for transactions. Compared with traditional finance, Internet finance is safer and faster in transaction speed, and the cost of transactions between both parties is lower. Internet finance supports online transactions, which is not affected by time and place and is more in line with contemporary lifestyles. As the mainstream technology of the information age, big data technology can scientifically analyze large-scale and diverse data, so as to provide higher-quality data information and guidance for the development of the industry, which can significantly improve the ability of Internet finance to control and avoid credit risks.

The emergence of Internet finance has made people’s life more convenient, but financial risks affect the development of Internet finance. More and more researchers are studying the risks of Internet finance. Li believed that Internet finance was a new financial model. Due to the lack of corresponding legal systems and mature technologies, there were many financial risks. It was the key for reducing Internet financial risks to improve Internet financial laws and regulations [1]. Based on traditional debt risk control, Wang et al. proposed a device-based Internet user credit risk management model. Its scheduling and risk forecasting capabilities provide ISPs with new ideas and insights for designing risk management strategies [2]. Wu and Chen conducted research and analysis on related risk early warning models. The next weighted KNN Internet financial risk control algorithm with variable precision rough set was proposed, which could directly judge the sample categories belonging to the positive area, and other areas could be judged by the KNN algorithm based on quantitative weighting. The experimental results verified the effectiveness of the above algorithm [3]. Ullrich proposed a credit rating model based on a speed measurement algorithm and developed a credit risk rating model for...
Internet finance companies. By taking an internet lender as an example, the performance of the traditional credit card evaluation model and the proposed algorithm training model is compared. The results show that the prediction results of the ML algorithm are more accurate, and the data processing process is more flexible and reliable [4]. Yang et al. used the t-SNE training algorithm, the Internet business growth index data covering 31 regions, cities, and 335 regions was exported. Three major risks of the Internet financial system were proposed, and more localized targeted tips for Internet financial risks were provided [5]. Zhao used Garch-EVT-Copula to scale the market risk of these products. Through extreme value theory and Copula function VaR model, extreme market risk was quantified. Through examples, the risk of Internet structured financial products on the platform was measured, and a scientific decision-making basis was provided for the risk management of Internet financial products [6]. Yue analyzed and controlled how to participate in Internet financial risk management from how to develop Internet finance and reduce the occurrence of Internet financial risks. In response to the problems faced, corresponding improvement paths were proposed, which aimed to provide a reference for improving Internet financial supervision [7]. The above researches show that Internet finance can effectively reduce financial risks. But with the continuous improvement of technology, new problems have emerged.

As a mainstream technology in the new era, many scholars have cooperated to explore it. Based on big data analysis in a laptop environment, Wang et al. introduced a health information system (HIS). The process provides a high degree of integration, interaction, discovery, and sharing of health data among healthcare providers, patients, and staff to help fitness professionals make timely and important decisions [8]. Xu et al. proposed a large-scale competitive intelligence business model based on big data and analyzed the functions of intelligent data subsystem, intelligent data management system, intelligent data analysis subsystem, intelligent data service system, and intelligent integrated management system [9]. Wang et al. proposed a forecasting system by combined with big data technology, which could select appropriate forecasting models for different load processes. And by combining the forecasting results of a single load, the expected total load of the system was captured. The proposed new method could guarantee the accuracy of short-term load forecasting within the required scale [10]. Chen and Chi discussed the concept of building a medical big data platform and introduced the construction of clinical models. Medical data could be collected and integrated through distributed computing technology. Medical models could be established through analysis techniques such as artificial neural networks and gray models. A new model was established for joint clinical research in specialist and special disease clinics [11]. Ke et al. studied the short-term load capacity prediction method based on big data. Through the use of big data technology for data mining, it was found through experiments that it was completely suitable for the requirements of load forecasting and could greatly reduce the calculation time of load forecasting and improve the forecasting accuracy [12]. Zualkernan and Rashid designed an early warning system for power equipment based on big data from the perspective of time series analysis and unsupervised learning, which realized a new perspective of data association and data evolution. This method proposed an anomaly detection framework, which had a fast detection speed. When there was a problem with the power equipment, an early warning could be given at the first time to avoid errors [13]. Zapevalova and Chen conducted big data analysis of smart grids, proposed a system for calculating errors, and extended the results of previous data in space and time. A high-dimensional state estimation matrix was constructed, and the state estimation matrix was analyzed by multidimensional scaling and local abnormality factor, and the local abnormality factor of each node was calculated. According to the value of local anomaly factors and the relationship between nodes, fault detection and localization could be achieved [14]. The above researches show that big data technology has a role in promoting the development of various fields. Internet finance has played an important role in financial innovation and providing comprehensive financial services to customers. But there are also many problems in the development process. Internet finance includes legal and institutional risks, occupational risks, and technical security risks. Big data technology is applied to the Internet financial risk model, and data mining technology is used to classify financial information to ensure the safety of financial platforms. With the help of preset algorithms, Internet finance can accurately grasp the development trend of the market, understand the specific factors that lead to risk outbreaks, and identify the best measures to deal with possible outbreaks of risks, thereby helping Internet finance companies to adjust their own development strategies in a timely manner, and effectively avoid market risks.

2. Internet Financial Risk Model

2.1. Internet Financial Risk Management Platform. The construction of the Internet risk management model is based on the study and recognition of the OECD risk management strategy, and the existing system is improved by integrating big data technology. Based on risk management concepts, data management traditional business data, and big data (business data, process data, external data, and other data), the valuable big data rules are summarized [15]. And these rules are applied to financial data collection and management services. Different tests are carried out according to the risk level to eliminate financial risks and jointly build a comprehensive management framework based on risk management [16]. The financial risk management system in this paper is divided into two parts: “risk management platform” and “process management platform” for its scalability, ease of use, and portability [17], as shown in Figure 1.

The financial risk management platform is guided by risk management and supported by data mining technology. Dangerous data existing on financial platforms is mined, risk data is extracted and then analyzed, risk assessment is performed, and measures are summarized to deal with risks.
Risk feedback evaluation is carried out. According to different types of financial risks, the occurrence of risks can be avoided or prevented through reasonable services and management measures [18].

2.2. Risk Process Management Platform. The risk process management platform takes data sharing as the core; carries out the process of financial data search, identification, sharing, extraction, and maintenance; and transforms key management into data management. The risk process control platform can not only realize the risk management function of loading the risk management system but also realize the daily functions created by loading other systems. The tasks involved in the process management process are divided into risk tasks and daily tasks. The daily tasks control the running time and running process of the program according to the data control and timely control the risk factors in the running process. The system also has an automatic monitoring function, which monitors and manages the system in real time, improves internal management, and improves the performance of financial professionals [19]. In addition to distributing and delivering risk tasks from the risk management platform, the risk management system can also support the flow, feedback, monitoring, and calibration of tasks from the application platform, such as data quality management platform, financial risk tracking management, and financial monitoring management. The specific business process is shown in Figure 2.

2.3. Feature Design Based on Big Data. This paper uses the data mining CRISP-DM model to extract financial risk characteristics and combines the knowledge of system framework and information system to develop and design a new unit financial risk management mechanism, that is, response system programming [20]. This process treats the entire risk management process as a control system consisting of five main components: input, control system, execution system, project design, and data output. The design process emphasizes system feedback and power control, and system feedback is a key step in the design process. Asset valuations are assessed through financial and regulatory risk rules, people, costs, and organization. Primary data sources are collected as required by risk management. In each system, according to the scale of management, execution, feedback, and control, the expected effect is finally achieved: it can improve financial risk compliance, investor satisfaction, and the implementation process of control and reduce the appearance of risk data, as shown in Figure 3.

Data mining risk methods can be divided into two categories. One is the indicator type, which develops an indicator system with financial risks based on traditional experience and implements preventive measures according to the risk level. Another data mining risk method is professional data analysis to create various risk libraries with the help of SAS, SPSS, S_PLUS, and other software. Through the customization of virtual network, C5.0, partition tree, accounting retrieval, and other methods and some loading algorithms, risk data is collected and appropriate risk management measures are implemented according to different loading systems [21].

2.4. System Physical Architecture. The physical architecture of the system is to form the physical environment in which the system software runs by selecting suitable physical devices and combining them according to a specific mode. In order to ensure the security of the system information, this paper uses the C/S system to decompose the computer application program and integrate it through multiple computers, that is, the principle of “service sharing” is used. The main function of the client is to process data, represent data, and understand the user interface, while the server is responsible for important functions such as data management [22]. The physical architecture of the financial risk management system is shown in Figure 4.
the other hand, it conducts data interaction, and the interaction process can use various mobile devices. Finally, the development programs below the system server and the SMS platform server are deployed, and the interface access software is used to transmit the data to the application server through the local area network.

2.5. Recommendation Algorithm

(1) Logistic regression model

The logistic regression model is a binary classification model that can be represented by a conditional probability distribution \( p(y = 1|x) = p \). The form is the parameterized logistic distribution, assuming that vector \( x = (x_1, x_2, \ldots, x_n) \) has \( n \) independent variables, and the conditional rate \( p(y = 1|x) = p \) is the probability that the observed value occurs for \( x \). Specifically as follows [23]:

\[
p(y = 1|x) = \pi(x) = \frac{1}{1 + e^{-f(x)}}, \tag{1}
\]

\[
f(x) = w_0 + w_1x_1 + \cdots + w_nx_n. \tag{2}
\]

Under this condition, the probability that \( y \) does not occur is

\[
p(y = 0|x) = 1 - p(y = 1|x) = 1 - \frac{1}{1 + e^{-f(x)}} = \frac{1}{1 + e^{f(x)}}. \tag{3}
\]

So the ratio of probabilities to occur is

\[
\frac{p(y = 1|x)}{p(y = 0|x)} = \frac{p}{1 - p} = e^{f(x)}. \tag{4}
\]

This division is called event division of events and is recorded as odd. By taking the logarithm of odds, it can be obtained:

\[
\ln \left( \frac{p}{1 - p} \right) = f(x) = R_0 + R_1x_1 + \cdots + R_nx_n. \tag{5}
\]

Generally, the maximum probability model is used to calculate the data of the classification model:

\[
L(w) = \prod_{i=1}^{n}(\pi(x_i))^{y_i}(1 - \pi(x_i))^{1-y_i}. \tag{6}
\]

The maximum probability value is to outcrop the parameter \( R_0, R_1, \ldots, R_n \), so that to get the maximum value of \( L(w) \).

The basic idea of using Logistic to evaluate personal financial risk using regression model is calculated. Given \( n \) groups of sample data \((X_{i1}, X_{i2}, \ldots, X_{in} : Y_i)(i = 1, 2, \ldots, k)\) are indicator variables, \( y_i = 0, 1 \) is a 0-1 type variable, the representation of \( Y_i, X_{i1}, \ldots, X_{in} \) is as follows:

\[
E(Y_i) = P_i = g(\beta_0 + \beta_1X_{i1} + \beta_2X_{i2} + \cdots + \beta_nX_{in}). \tag{7}
\]

Among them, \( g(x) \) is the increasing monotonic activity at [0,1].

\[
P_i = g(X) = \frac{e^x}{1 + e^x}. \tag{8}
\]

\( Y_i \) is a 0-1 distribution with mean \( P_i = g(\beta_0 + \beta_1X_{i1} + \beta_2X_{i2} + \cdots + \beta_nX_{in}) \), and the probability function is

\[
\begin{cases}
P(Y_i = 1) = P_i, \\
P(Y_i = 1) = 1 - P_i.
\end{cases} \tag{9}
\]

Then, the logistic regression formula is

\[
P_i = \frac{\exp(\beta_0 + \beta_1X_{i1} + \beta_2X_{i2} + \cdots + \beta_nX_{in})}{1 + \exp(\beta_0 + \beta_1X_{i1} + \beta_2X_{i2} + \cdots + \beta_nX_{in})}. \tag{10}
\]

The above formula can be linearly transformed, so there is

\[
\ln \left( \frac{P_i}{1 - P_i} \right) = \beta_0 + \beta_1X_{i1} + \beta_2X_{i2} + \cdots + \beta_nX_{in}, i = 1, 2, \ldots, n. \tag{11}
\]
The gradient descent method updates the parameters as follows: the slope value of a square field function under the current parameter value is calculated, there is a data control parameter in front, and the parameter is the slope of the square field function. If the slope is large, it is easy to oscillate near the tip and fail to converge, resulting in failure to assemble. If the slope is too small, repeated iterations are required. Therefore, it is usually solved by using the method.

The difference between the Newton method and the gradient descent method is that a second derivative is added in the direction of descent, that is, the iterative process of the gradient descent method is

$$w = w - \alpha \frac{\partial f(w)}{\partial w}.$$  \hspace{1cm} (15)

The iterative process of Newton’s method is

$$w = w - H(w)^{-1} \frac{\partial f(w)}{\partial w}.$$  \hspace{1cm} (16)

Among them, $H(w)$ is called the Hessian matrix. In fact, it is the second derivative of the field function with respect to the parameter $w$.

The influence of this second-order derivative on parameter update is first reflected in the change of parameter update direction, as shown in Figure 5.

The red line is the direction of Newton’s parameter update. By using Newton’s method to observe the second derivative, the best parameter update direction can be found. If the number of updates is the same each time, the number of updates can be saved by gradient descent.

(2) Principle of IV statistics

IV is derived from WOE, the full name of WOE is “Weight of Evidence,” that is, the weight of evidence. WOE is an encoding form of the original independent variable. To encode a variable with WOE, the variable must first be discretized (i.e., grouped). After grouping, for the $q$th group, the calculation formula of WOE is

$$WOE = \ln \left( \frac{p_y}{p_{n_q}} \right) = \ln \left( \frac{y_q/n_q}{y_T/n_T} \right).$$  \hspace{1cm} (17)

Among them, $p_{y_q}$ is the proportion of good data (that is, risk-free data) in this group to all good data in all samples, and $pn_{n_q}$ is the proportion of bad data (that is, risk data) in this group to all bad data in the sample. $y_q$ is the quantity of good data in this assemblage, and $n_q$ is the quantity of bad data in this assemblage. $y_T$ is the number of all good data in the sample, and $n_T$ is the number of all bad data in the sample.

WOE actually represents the difference between the share of good data out of all good data in the current group and the share of bad data out of all bad data in the current group.

Formula (17) is simply transformed, and there is

$$WOE = \ln \left( \frac{p_{y_q}}{p_{n_q}} \right) = \ln \left( \frac{y_q/n_q}{y_T/n_T} \right).$$  \hspace{1cm} (18)

The modified WOE can also represent the difference between the shares of good and bad data in the current group and the shares in all examples. The smaller the WOE, the smaller the variance and the less chance of good data in the group is. The higher the WOE, the greater the
Table 1: Experimental data sheet.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Established</th>
<th>Type</th>
<th>Number of people</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform 1</td>
<td>2012</td>
<td>Small and medium</td>
<td>50</td>
</tr>
<tr>
<td>Platform 2</td>
<td>2009</td>
<td>Small and medium</td>
<td>45</td>
</tr>
<tr>
<td>Platform 3</td>
<td>2010</td>
<td>Small and medium</td>
<td>50</td>
</tr>
<tr>
<td>Platform 4</td>
<td>2012</td>
<td>Small and medium</td>
<td>55</td>
</tr>
<tr>
<td>Platform 5</td>
<td>2014</td>
<td>Small and medium</td>
<td>50</td>
</tr>
</tbody>
</table>

variance and the greater the chance of good data in the group is.

IV (information value) can be used as both an information value and a reference value.

The value IV is a variable based on WOE. For aggregated variables, the WOE for the $q$th group is shown as

$$ IV = \left( \frac{p_y^q - p_{nq}}{y_T - n_T} \right) \cdot \ln \left( \frac{p_y^q / n_T}{n_y / n_T} \right). $$

After calculating the IV value of each group of variables from formula (19), the sum of the IV values of each variable can be calculated by integrating the IV values of each group:

$$ IV = \sum_q n_q \cdot IV_q. $$

Among them, $n$ is the number of variable groups.

It is not difficult to see that the WOE and IV of each group of variables are important for the prediction ability of the group for quality conversion, so why choose to calculate IV instead of WOE as the indicator display method? The main reason is that the IV value does not need to be a unified whole. The definition of the IV value represents the ratio of the number of people in the current group to the total number of people. These partial random groups can determine positive and negative samples. However, if the features are grouped unevenly, the WOE is very sensitive to the positive and negative samples of each group and negative numbers appear, which is inconvenient for large-scale feature processing. Therefore, this paper selects the IV value to screen the indicators.

3. Financial Risk Model Evaluation and Control Experiment Design

3.1. Experimental Process. In order to test how the Internet financial risk model based on big data should be compared with the traditional Internet financial model, this paper selects 5 Internet financial platforms for experimental testing. In order to avoid experimental errors, the scales of the 5 Internet financial platforms are not much different. Tests are carried out from four aspects: default rate, yield, risk control time, and model performance score. Five financial platforms are tested by using traditional financial models, and this test is the control group. Then, the five financial platforms are tested again by using the big data-based Internet financial risk model, and this test is the experimental group. Statistical of experimental results is analyzed.

3.2. Experimental Data. The specific data of the five Internet financial platforms selected in the experiment are shown in Table 1.

3.3. The Purpose of the Experiment. There are deficiencies in the existing Internet financial risk models. The big data technology is applied to the Internet financial risk model, and the Internet financial model is improved to make up for the shortcomings of the traditional Internet financial model.

4. Results of Financial Risk Model Evaluation and Control Experiments

4.1. Default Rate. The customer default rate of 5 Internet financial platforms was tested for 6 months to observe the experimental results. The test results are shown in Figure 6.

The above figure shows that the platform default rate of the control group fluctuated up and down within 6 months of the test, which increased and decreased, but did not play a role in reducing the customer default rate. Compared with the control group, the default rate of the experimental group has a significant downward trend. The average default rate of the control group before the experiment is 28.26%, the average default rate after the experiment is 22.12%, and the default rate has dropped by 6.14%. The Internet financial risk model based on big data can reduce the customer default rate compared with the traditional Internet financial model, thereby reducing the occurrence of financial risks.

4.2. Yield. In order to test the changes in the rate of return of Internet financial platforms using big data technology, a 6-month follow-up survey was conducted on the rate of return of five Internet financial platforms. The traditional financial risk model and the big data-based financial risk model were used to conduct experiments, respectively. The test results are shown in Figure 7.

The above figure shows that the return rate of the control group using the traditional Internet financial risk model did not increase significantly, and the return rate was not stable and fluctuated during the testing process. Compared with the traditional financial risk model, the return rate of the
Internet financial model based on big data was very stable, and it has grown steadily during the test period. The average income of the experimental group before the test is 272,800 yuan, the average income after the test is 293,600 yuan, an average increase of 20,800 yuan, and the rate of return increased by 7.6%. It can be seen that the application of big data to the financial risk model of the Internet can increase the income of the Internet financial platform, improve the platform's rate of return, and reduce the occurrence of financial risks.
Figure 8: Risk control time results.

(a) Control group
(b) Test group

Figure 9: Model performance score.

(a) Control group
(b) Test group
4.3. Risk Control Time. When there is a risk in the five Internet financial platforms, the traditional financial risk model and the Internet financial risk model based on big data are used to evaluate and control them. The control time of the two models is observed and compared, and the test results are shown in Figure 8.

The above figure shows that the risk processing time of the experimental group using the big data-based Internet financial risk model is shorter than that of the control group using the traditional Internet financial model. The average risk processing time of the traditional Internet financial model is 17.5 minutes, and the average risk processing time of the Internet financial risk model based on big data is 17.04 minutes, which reduces the risk processing time by 0.46 minutes. The use of the Internet financial risk model based on big data can better deal with financial risks, and the time to deal with financial risks is better.

4.4. Model Performance Score. 10 employees are randomly selected from each financial platform to score the performance of traditional Internet financial models and Internet financial models based on big data. The full score is 10 points. Which financial risk model is more favored by platform employees is observed, and the results are shown in Figure 9.

The above figure shows the average score of employees on the traditional Internet financial risk model is 7.734, and the average score on the Internet financial risk model based on big data is 8.53. The average score of the Internet financial risk model based on big data is 0.796 points higher than that of the traditional Internet financial risk model. The employees of the five financial platforms are more satisfied with the Internet financial risk model based on big data.

5. Discussion

In this paper, the big data technology is integrated into the financial risk model, the data existing in the financial platform is mined, the financial risk data is found and eliminated, and the security of the financial platform is ensured. Logistic regression algorithm and IV statistic principles are used to evaluate and control risk data, and firewalls are built to prevent risk data threats from a platform system. Experiments show that the Internet financial risk model based on big data can effectively evaluate and control financial risks. There may be some errors during the experiment, but it does not affect the final experimental results.

6. Conclusion

The intricate data on financial platforms leads to the occurrence of financial risks. The complexity of financial platform data leads to the occurrence of financial risks. This paper compares the Internet financial risk model based on big data with the traditional financial risk model and finds that big data technology can better capture risk data, reduce the probability of financial platform risks, and increase platform revenue. As a mainstream technology, big data technology can better analyze the modern financial system, control risk factors, and promote the continuous development of the financial industry.
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