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Wireless sensor networks (WSNs) based on the Internet of Things (IoT) are now one of the most prominent wireless sensor
communication technologies. WSNs are often developed for particular applications such as monitoring or tracking in either indoor
or outdoor environments, where battery power is a critical consideration. To overcome this issue, several routing approaches have
been presented in recent years. Nonetheless, the extension of the network lifetime in light of the sensor capabilities remains an
open subject. In this research, a CUCKOO-ANN based optimization technique is applied to obtain a more efficient and
dependable energy efficient solution in IoT-WSN. The proposed method uses time constraints to minimize the distance between
sources and sink with the objective of a low-cost path. Using the property of CUCKOO method for solving nonlinear problem and
utilizing the ANN parallel handling capability, this method is formulated. The resented model holds significant promise since it
reduces average execution time, has a high potential for enhancing data centre energy efficiency, and can effectively meet customer
service level agreements. By considering the mobility of the nodes, the technique outperformed with an efficiency of 98% compared
with other methods. The MATLAB software is used to simulate the proposed model.

1. Introduction

Sensor nodes serve as the main backbone in wireless sensor
networks (WSNs), which are among the most common
wireless communication networks [1, 2]. In terms of sensor
designs, WSNs can have either homogeneous or heteroge-
neous sensors, with numbers ranging from hundreds to
thousands [3, 4]. Most WSNs are tailored to a specific use
case, and their sensor nodes typically offer fundamental
functions including sensing, processing, computation, and
communication [5]. The communication is mostly done
with neighboring nodes using radio frequency electromag-
netic pulses [6].

Wireless sensor networks (WSNs) based on the Internet
of Things (IoT) have recently opened up a new exciting
arena for novel and new sorts of applications [7–10]. The
small and active sensor nodes are the basic structure of
WSNs that monitor their surroundings, analyses data (in
few cases), and send/receive refine/processed data to/from
other neighboring sensor nodes. In the centralized network,
these sensing nodes are spread across the defined area con-
necting base node with sink node [11]. In centralized net-
works, the sink collects sensor data for end-user use. In
certain situations, the sink can also send network pol to sen-
sor nodes to activate them [12, 13]. Figure 1 depicts the basic
general architecture of the WSNs encountered in this
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investigation. The message is sent from the source sensor to
the sink sensor via the most efficient way feasible, which
includes the use of other random sensors [14–16].

In contrast to most existing research, which focuses on a
specific element of WSNs [17], we define an Energy Driven
Architecture (EDA) as a new architecture for decreasing
the total energy consumption of WSNs. The architecture
specifies the network’s generic and important energy-
consuming parts. WSNs are deployed using EDA as a
constituent-based architecture based on energy dissipation
through their components. This perspective on overall
energy use in WSNs can be used to optimize and balance
energy utilization while also extending network lifetime.
The main objective of this research is as follows:

(1) To find the best possible routes to transfer message
from source sensor node to sink sensor node

(2) To reduce the route cost for transferring the message

After extensive literature survey, it was found that
CUCKOO method is very effective in solving nonlinear
problems and when combines with ANN which have advan-
tage of parallel processing make CUCKOO-ANN a best
combination for this research work. The presented model’s
goal is to provide a high-performance, low-power computer
infrastructure that also meets an energy-efficient and secure
service mode.

The following contributions are highlighted in this paper
in this regard:

(1) Using CUCKOO-ANN based optimization tech-
nique for reducing total cost of the path

(2) The IoT-WSN is placed optimally to transfer mes-
sage from sink to source with minimum time
constraints

2. IoT-WSN Background and
Problem Formulation

2.1. IoT-WSN Architecture. Installing IoT technology in res-
idential and commercial buildings enables businesses and
individuals to measure their energy use and make changes
to reduce demand and boost efficiency. Buildings, whether
commercial, residential, or industrial, have a substantial
influence on the environment as well as the overall cost of
energy use. IoT sensors may be installed throughout a build-
ing and send real-time energy use data to a data centre for
analysis. Organizations may utilize IoT to monitor impor-
tant assets such as equipment, air conditioning systems,
water heating systems, large refrigerating units, and lighting
systems on an individual basis [18, 19]. Small batteries and
power harvesting techniques power IoT-WSN sensors,
which are often put in inaccessible places; replacing batteries
is not an option [20]. Not only does using a battery shorten
the sensor’s lifespan, but it also makes WSN design and
management more challenging. However, energy scarcity
has prompted extensive study into WSNs at all layers of
the protocol stack. The OSI model and the Internet, for

example, are functional models arranged as layers, with each
layer offering services to the layer above it (for example, the
application layer delivers services to end users) [21, 22]. The
quality of a network’s service parameters is routinely evalu-
ated, including availability, delay, throughput, jitter, depend-
ability, and even security [23]. However, there are various
issues when it comes to energy consumption (EC), because
there is no comprehensive model for analyzing and optimiz-
ing the network that includes EC. Most current energy mini-
mization models [24] focus on sending and receiving data,
while other parameters are ignored. The power consumption
model in [25, 26] focused on the cost of sending and receiv-
ing data and calculated the upper limit of single hop distance
energy efficiency [27]. This method proposes an intermedi-
ate node between the source and the destination in order
to conserve energy during retransmission. Other ways use
the power consumption model described in [25] to assess
the energy efficiency of wireless sensor networks.

In the physical layer of WSN, a radio connection com-
munication system is implemented which consume energy
whenever the signal is transmitted with in the sensor net-
work. The physical layer modulates and codes data in the
transmitter, and it must optimally decode data in the
receiver. Idle, sleep, and active are the three modes of the
radio channel. The time and energy required to switch
between different modes and transmit and receive states
must be reduced in order to save energy.

Furthermore, a low-power listening method may also be
utilized at the physical layer, with the key idea being to turn
on the receiver periodically to sample the incoming data.
This duty-cycle method decreases the network’s idle listen-
ing overhead [28]. Furthermore, sending and receiving data
consume the same amount of energy on the radio channel;
energy-efficient MAC protocols must maximize sensor sleep
time [29]. Due to real-time monitoring and interaction with
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Figure 1: IoT-WSN architecture.
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different aspects of a sensing node, the operating system
(OS) is probably the ideal place to optimize and manage
energy usage of a WSN at the node level. Clustering is
another strategy for reducing energy consumption while
ensuring that deadlines are met. Clustering, on the other
hand, has a technical limitation: it can only be employed in
wireless sensor clusters with DVS processors and compute
capability [30–32]. To overcome this problem, the paper
suggests a new approach as stated in next sections.

2.2. Problem Formulation for Energy Module. The goal of
this research is to reduce and conserve energy in WSNs.
CUCKOO search is used in the initial phase to construct
static clusters to reduce the use of energy sensor nodes.
According to [33], the radio model used is the most com-
monly used assumptions, and models in sensor network
simulation and analysis are listed below.

Nodes are spread in a 2-dimensional space at random in
a uniform distribution, and all sensors are aware of the loca-
tion of the Base Station (BS). Depending on the distance to
the receiver, the nodes can transmit at different power levels.
The nodes have no idea where they are. If the transmit power
level is known, the nodes may estimate the approximate dis-
tance using the received signal intensity, and communication
between nodes is not affected bymultipath fading. Here, a net-
work operating model based on rounds is used, similar to that
of LEACH and HEED [34, 35]. A clustering phase precedes
the data collection phase in each round.

Ems = l Eeng + Ea∙d
2� �

for 0 ≤ d ≤ dl, ð1Þ

Ems = l Eeng + Ea∙d
4� �

for d ≥ dl: ð2Þ
Equations (1) and (2) give the amount of energy con-

sumed for transmission Ems (Watts) of a l-bit message across
a distance d (meters). The energy expended per bit during
the execution of the transmitter, or receiver circuit is repre-
sented by the Eeng. Ea (Watts) is energy consumed by the
amplifier. The main aim of this research is to minimize the
Ems.

3. Proposed CUCKOO-ANN Optimization
Modeling for IoT-WSN

The energy consumption of IoT-WSN depends on the dis-
tance and the message bit. To have the efficient system
CUCKOO-ANN based model is proposed as shown in
Figure 2. The CUCKOO search has three stage as described
below:

(1) Stage 1. Random placement of eggs

(2) Stage 2. The finest nest having good quality of eggs is
selected and carried over for next generation

(3) Stage 3. Probability of getting discovered by the host
bird nest

Taking into account these three stages of CUCKOO
search, it increases the system effectiveness for global opti-

mizations by maintaining a balance between global random
walk and local random walk. The output of CUCKOO
search regarding to possible best nests is used as input for
the ANN. The output of ANN is the best efficient path hav-
ing the lowest cost in terms of path from source to sink leads
to energy efficient system.

3.1. Proposed CUCKOO Search Modeling for Possible Best
Nests. The aim of the CUCKOO search in IoT-WSN is to
find all the best possible path to send the message from the
source sensor to the sink sensor by using the random sensors
present in the vicinity. This is achieved using the nature of
the CUCKOO which lay eggs in the range of 2-10, which
can be used as lower and upper limit of egg dedication to
each CUCKOO involved. The second habit is they try to
lay eggs at maximum distance from their source habitat.
The flow chart in Figure 3 shows the use of CUCKOO search
for finding the best possible route from source sensors to
base/sink sensor. For selecting best sensor nodes for message
transfer, the fitness function of each random node must be
calculated using the equation:

f n = α1 f1 + α2 f2 + α3 f3,

α1 + α2 + α3 = 1,
ð3Þ

where α are the constants and having a value range from 0 to
1. The fitness ð f Þ 1, 2, and 3 is calculated using the equa-
tions:

f1 =
1
m

× 〠
m

n=1

dist Ss, SIð Þ
m

� �
,

f2 =
Ems

Et
,

f3 =
CK
m

:

ð4Þ
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Figure 2: Proposed CUCKOO-ANN basic diagram.
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Here, m is the number of nodes in the system, SS and
SI are the source node and sink/base node, Et (Watts) is
the total energy of the node in watts, and CK is the num-
ber of CUCKOOs assigned. After calculating the fitness
function of each node, the best nodes having high fitness
values nodes are chosen for sending the message. For the
selection of the best route, cost of each route is evaluated
using the equation:

cost = d1 × γ + d2 × 1 + γð Þ: ð5Þ

The d1 is the function of distance between the random
nodes present in the system, and d2 is the function of

energy consumption of the nodes. The expression for d1
and d2 is given in equations (6) and (7).

d1 = max 〠 x m, SS, SIð Þ
CK

� �
, ð6Þ

d2 = 〠
m

n=1

E mnð Þ
Et

: ð7Þ

Minimum value of d1 and d2 helps to obtain the best
cost and subsequently best possible routes. The possible
best route is served as input to the ANN network as
shown in Figure 2. The next section gives the details about
the ANN modeling regarding the best route and minimum
time to send the message from source to base/sink sensor
node.

3.2. Proposed ANN Modeling for Possible Best Solution. The
best possible nodes are identified by the CUCKOO search
in the previous section. Using the best nodes and possibility
of best path is used as input for the ANN model. In this
model, the best 3 possible input is considered from
CUCKOO search. A total of 30 hidden layer neurons is used
to get the best output. The steps required to get the best solu-
tion consist of low cost, and low energy use using ANN is
given below:

Step 1. Find the best possible routes using the fittest sensor
nodes.

Step 2. Which route has minimum number of sensor nodes
involvement.

Step 3. Train the neural network for minimum cost leads to
minimum energy consumption.

Step 4. If simulation round over stop, otherwise simulate for
possible solution.

Step 5. Compute the performance of the different parameters
required.

4. Result and Discussion

4.1. Simulation Results. The following result is obtained from
the proposed CUCKOO-ANN method. The simulation
parameters required for the proposed method are given in
Table 1. First, the IoT-WSN is placed in two-dimension
coordinates as shown in the simulation (Figure 4). The green
color indicates the sensor with their sensor number. The
CUCKOO search gives the fitness parameters for different
rounds of simulation. Figure 5 shows the last 10 best fitness
parameters of simulation. The range of fitness parameters
are well in ranged for best results.

The CUCKOO search finds the best sensor nodes which
help the ANN to form the possible routes. The best possible
routes find after the simulation is given in Table 2. The ANN
estimate the cost of the route and find route 3 as the best
route to transfer message from source to base/sink sensor.

Table 1: Simulation parameters.

Parameters Value

Area 800m ∗800m
No. of sensors 80

Initial energy 4Watts

Data packet size 2Mb/sec

No. of rounds 200

Motion coefficient (constant) 20

No. of possible nest 80

No. of CUCKOOs 5

Max. No. of CUCKOOs 20

No. of eggs in each nest 2

Radius coefficient (constant) 0.05

Cuckoo population variation 1e-10

Start Input to
ANN

Population is <11

No

Yes

End

Join all best nest
(Possible best route)

No

Initialize
cuckoo

Lays egg at different places
(selection of sensor nodes)

Some eggs were detected and killed
(Elimination of far sensor nodes)

Kill cuckoos
(Don’t consider the path)

Check survived eggs
(consider the path)

Find the best nest
(fittest sensor node)Stop condition satisfy?

Figure 3: CUCKOO search for best sensor nodes.
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Through MATLAB simulation, the cost of route 3 is found
to be 2.145.

The route cost of other four are as follow: for route 1, it is
3.897; for route 2, it is 2.892; for route 4, it is 3.110; and for
route 5, it is 3.776. Although the method finds 28 best routes
out of which only five best is mentioned. Figure 6 shows the
simulation result for the cost for 201 iterations, and Figure 7
shows the best path selected by the CUCKOO-ANN based
model. Just to verify, the saturation 201 simulation is done.
The energy consumption for each round of simulation is
showed in Figure 8. From simulation 196 to 201, the energy
consumption is almost constant with very small deviation.

This highlights that the proposed algorithm learns from
the previous errors and updates entire algorithm so that
minimum energy path can be obtained. Figure 9 shows the
predicted best nodes and route compare with the real data.
The error % is almost 2% which indicate the proposed model
is very effective in nature. The red dot shows the CUCKOO
ANN predicted energy data for sensors, and blue dots show
the real energy data of sensors.

4.2. Comparison with Existing Techniques. Table 3 shows the
comparisons of several strategies, with parameters such as
routing type, overhead, delay, scalability, and efficiency
taken into account. The routing type indicates either the
technique can be used for single-hop (SH) or multihop
(MH). The overhead, sometimes known as overhead costs,
is a recurring cost for the system. Scalability refers to ability
to perform well as one or more of the network’s fundamental
parameters rise in value. Delay defines the time required to
pass message from source to base/sink.

So, from Table 3, it is clear that CUCKOO-ANN per-
form well compared to the other existing techniques. Pro-
posed model has low delay and good scalability with
efficiency of 98%.

The fitness functions in the proposed model are Root
Mean Squared Error (RMSE) and Mean Magnitude of Rela-
tive Error (MMRE). The RMSE indicates the clustering of
data sets around the best fitness function defining the objec-
tives of the system. In similar manner, MMRE is used to esti-
mate the error difference between the estimated data and
actual data [39]. The RMSE identifies the large errors by giv-
ing them relatively high weights, while MMRE indicates the
relative error in relation with correct value. Both help to find
the errors in the system with respect to the correct value. In
the literature, MMRE is the most extensively used perfor-
mance metric for software cost estimation. The goal is to
keep these numbers as low as possible. Equation (8) defines
the RMSE function, and equation (9) defines the function
MMRE.

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1

ϑ − θð Þ2	 

n

,

s
ð8Þ

MMRE = 〠
n

i=1

ϑ − θð Þ2	 

n

, ð9Þ

where ϑ is estimated time series and θ represents actual
observations time series. Table 4 compares the RMSE and
MMRE values for different techniques.

4.3. Performance Assessment of Proposed Model. To evaluate
the performance of the proposed CUCKOO-ANN model,
the confusion matrix is used. Table 5 indicates the parame-
ters obtained from the confusion matrix. Table 6 shows the
results obtained from the confusion matrix and compared
with the technique stated in Table 3; it can be seen that the
proposed model performance is high.

For high accuracy, the system must predict the true pos-
itive response and true negative response of the technique.
Out of four parameters defined in Table 4, accuracy is con-
sidered as most important in case of WSN.
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4.4. Discussion. From the simulation results, it can be con-
cluded that the proposed CUCKOO-ANN technique is the
most suitable for IoT-WSN in terms of energy efficiency.
The CUCKOO optimization plays a vital role in selecting the
best sensors for message transfer, and the ANN module helps
the system obtain the best suitable path for message transfer
from source to base sensors. By combing these two features,
the overall cost of the system decreases, which directly indi-

cates the superiority of the model with respect to other models
discussed in the literature review. Although the technique is
better than other existing technique but for large size network,
the method needs more computation space and fast processor.

For future work, keeping security and efficiency as key
points in the block chain can be a useful tool for future
IoT-WSN routing and safety. The following are possible
future goals for using block chain:

Table 2: Possible routes for transferring the message.

Nodes for
route 1

Nodes for
route 2

Nodes for
route 3

Nodes for
route 4

Nodes for
route 5

Remarks

44 32 60 45 32

These five are the best route provided by the proposed algorithm.
Out of these five, the best is route 2 as it has low nodes which

indicate low energy consumption.
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Table 3: Comparison with existing technique.

Techniques Routing Overhead Scalability Delay Efficiency

ANNR [36] MH High Limited Medium 90%

QLRR-WA [37] MH Low Good Low 87%

WL-DCNN [38] MH High Good Low 89%

CUCKOO-ANN MH/SH Low Good Low 98%

Table 4: RMSE and MMRE comparison [40].

Parameters Technique Values Remarks

RMSE

ANNR 0.052

Model having small RMSE value performs well.
QLRR-WA 0.045

WL-DCNN 0.480

CUCKOO-ANN 0.035

MMRE

ANNR 0.750

Model having small MMRE value shows less deviations in terms of error.
QLRR-WA 0.670

WL-DCNN 0.490

CUCKOO-ANN 0.140
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(i) Improving network performance

(ii) Minimizing the random deployment cost

(iii) Enhancing the security of sensors

5. Conclusion

IoT-WSNs are commonly installed in dense clusters in cer-
tain fields to monitor required parameter values. Any wire-
less sensor network’s main goal is to extend the network’s
overall lifetime as much as feasible. As a result, energy effi-
ciency is a critical parameter for every sensor network, and
any effective management must emphasize it. In this
research paper, a novel CUCKOO-ANN based optimization
technique is used to achieve a more efficient and reliable
energy efficient solution. First, the CUCKOO method finds
the suitable/possible nodes which can help for fast message
transfer. Then, the ANN system finds out all the possible
paths and then chooses the three best paths, those having
the smallest number of nodes, and calculates the cost of
the possible routes.

The simulation results show that the cost of the best
route is 2.14. Route 3 consists of 10 nodes and is the most
suitable for message transfer from source node to sink node.
The RMSE and MMRE values are 0.035 and 0.14, which
indicate the best results. In contrast to other strategies used
in the literature, we discovered that the CUCKOO-ANN
model outperformed the majority of them. As compared with
other technique, CUCKOO-ANN have very good sensitivity
with efficiency of 97% and accuracy of 98%. This makes it
more suitable where a large network is required. Using data
structure and analytics, the computation time and computa-

tion burden can be reduced in future. In the future, one can
improve the proposed technique by considering various oper-
ators and computing complexity in order to make future work
more feasible for the proposed technology.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this paper.

References

[1] R. N. Jadoon, A. A. Awan, M. A. Khan, W. Zhou, and A. N.
Malik, “PACR: position-aware protocol for connectivity resto-
ration in mobile sensor networks,” Wireless Communications
and Mobile Computing, vol. 2020, Article ID 8859256, 15
pages, 2020.

[2] N. K. Singh and V. Mahajan, “Detection of cyber cascade fail-
ure in smart grid substation using advance grey wolf optimiza-
tion,” Journal of Interdisciplinary Mathematics, vol. 23, no. 1,
pp. 69–79, 2020.

[3] G. Rastogi and R. Sushil, “Cloud computing implementation:
key issues and solutions,” in 2nd International Conference on
Computing for Sustainable Global Development (INDIACom),
New Delhi, India, 2015.

[4] R. K. Garg, J. Bhola, and S. K. Soni, “Healthcare monitoring of
mountaineers by low power wireless sensor networks,” Infor-
matics in Medicine Unlocked, vol. 27, article 100775, 2021.

[5] N. K. Pour, Energy Efficiency in Wireless Sensor Networks.
[Ph.D. thesis], Department of Engineering and Information
Technology at The University of Technology Sydney, 2015.

[6] L. U. Khan, “Visible light communication: applications, archi-
tecture, standardization and research challenges,” Digital
Communications and Networks, vol. 3, no. 2, pp. 78–88, 2017.

[7] N. K. Singh and V. Mahajan, “End-user privacy protection
scheme from cyber intrusion in smart grid advanced metering
infrastructure,” International Journal of Critical Infrastructure
Protection, vol. 34, article 100410, 2021.

[8] J. Bhola, S. Soni, and G. K. Cheema, “Recent trends for security
applications in wireless sensor networks – a technical review,”
in 2019 6th International Conference on Computing for Sus-
tainable Global Development (INDIACom), New Delhi, India,
2019.

[9] V. Bhatia, S. Kaur, K. Sharma, P. Rattan, V. Jagota, and M. A.
Kemal, “Design and simulation of capacitive MEMS switch for
Ka band application,” Wireless Communications and Mobile
Computing, vol. 2021, Article ID 2021513, 8 pages, 2021.

[10] A. Kumar, V. Jagota, R. Q. Shawl et al., “Wire EDM process
parameter optimization for D2 steel,” Materials Today: Pro-
ceedings, vol. 37, no. 2, pp. 2478–2482, 2021.

[11] S. F. Suhel, V. K. Shukla, S. Vyas, and V. P. Mishra, “Conver-
sation to automation in banking through Chatbot using artifi-
cial machine intelligence language,” in 2020 8th International
Conference on Reliability, Infocom Technologies and Optimiza-
tion (Trends and Future Directions) (ICRITO), Noida, India,
2020.

Table 5: Parameters for performance assessment.

Parameters Description Formula

Sensitivity
The percentage of positive cases
that were correctly predicted

TP
FN + TP

Accuracy
The percentage of observations

that were successfully
categorized

TP + TN
FN + TN + FP + TP

PPV
The percentage of true positive
forecasts in the overall number

of positive predictions

TP
FP + TP

NPV
The percentage of true negative

predictions in the overall
number of negative forecasts

TN
FN + TN

PPV: positive predicted value; NPV: negative predicted value; TP: true
positive; FP: false positive; FN: false negative; TN: true negative.

Table 6: Confusion matrix parameters comparison with existing
techniques.

Parameters ANNR QLRR-WA WL-DCNN CUCKOO-ANN

Sensitivity 62% 49% 35% 97%

Accuracy 92% 97% 96% 98%

PPV 60% 65% 48% 82%

NPV 89% 94% 87% 93%

8 Wireless Communications and Mobile Computing



[12] M. Carlos-Mancilla, E. López-Mellado, and M. Siller, “Wire-
less sensor networks formation: approaches and techniques,”
Journal of Sensors, vol. 2016, 2016.

[13] S. Deshmukh, K. Thirupathi Rao, and M. Shabaz, “Collabora-
tive learning based straggler prevention in large-scale distrib-
uted computing framework,” Security and Communication
Networks, vol. 2021, Article ID 8340925, 9 pages, 2021.

[14] J. H. Ryu, M. Irfan, and A. Reyaz, “A review on sensor network
issues and robotics,” Journal of Sensors, vol. 2015, Article ID
140217, 14 pages, 2015.

[15] T. Nandy, M. Y. I. B. Idris, R. Md Noor et al., “Review on secu-
rity of Internet of Things authentication mechanism,” IEEE
Access, vol. 7, pp. 151054–151089, 2019.

[16] K. Singh and A. Awasthi, Quality, Reliability, Security and
Robustness in Heterogeneous Networks, Springer, Berlin, Ger-
many, 2013.

[17] D. B. Hoang and N. Kamyabpour, “An energy driven architec-
ture for wireless sensor networks,” in 2012 13th International
Conference on Parallel and Distributed Computing, Applica-
tions and Technologies, pp. 10–15, Beijing, China, 2012.

[18] S. Gupta, S. Vyas, and K. P. Sharma, “A survey on security for
IoT via machine learning,” in 2020 International Conference
on Computer Science, Engineering and Applications (ICCSEA),
pp. 1–5, Gunupur, India, 2020.

[19] K. Rajakumari, M. V. Kumar, G. Verma, S. Balu, D. Kumar
Sharma, and S. Sengan, “Fuzzy based ant colony optimization
scheduling in cloud computing,” Computer Systems Science
and Engineering, vol. 40, no. 2, pp. 581–592, 2022.

[20] F. Mazunga and A. Nechibvute, “Ultra-low power techniques
in energy harvesting wireless sensor networks: recent advances
and issues,” Scientific African, vol. 11, article e00720, 2021.

[21] K. G. Knightson, T. Knowles, and J. Larmouth, Standards for
Open Systems Interconnection, McGraw-Hill, Inc., 1987.

[22] L. Chen, V. Jagota, and A. Kumar, “Research on optimization
of scientific research performance management based on BP
neural network,” International Journal of System Assurance
Engineering and Management, 2021.

[23] S. M. Absi, A. H. Jabbar, S. O. Mezan, B. A. Al-Rawi, and S. T.
Al_Attabi, “An experimental test of the performance enhance-
ment of a Savonius turbine by modifying the inner surface of a
blade,” Materials Today: Proceedings, vol. 42, pp. 2233–2240,
2021.

[24] Q. Wang, M. Hempstead, and W. Yang, “A realistic power
consumption model for wireless sensor network devices,” in
2006 3rd annual IEEE communications society on sensor and
ad hoc communications and networks, pp. 286–295, Reston,
VA, USA, 2006.

[25] W. R. Heinzelman, A. Chandrakasan, and H. Balakrishnan,
“Energy-efficient communication protocol for wireless micro-
sensor networks,” in Proceedings of the 33rd annual Hawaii
international conference on system sciences, Maui, HI, USA,
2000.

[26] W. B. Heinzelman, A. P. Chandrakasan, and H. Balakrishnan,
“An application-specific protocol architecture for wireless
microsensor networks,” IEEE Transactions on Wireless Com-
munications, vol. 1, no. 4, pp. 660–670, 2002.

[27] G. Verma and R. Chakraborty, “A hybrid privacy preserving
scheme using finger print detection in cloud environment,”
Ingénierie des Systèmes d Information, vol. 24, no. 3, pp. 343–
351, 2019.

[28] K. Langendoen and G. Halkes, “Energy-efficient medium
access control,” Embedded Systems Handbook, vol. 6000, 2005.

[29] V. Raghunathan, C. Schurgers, Sung Park, and M. B. Srivas-
tava, “Energy-aware wireless microsensor networks,” IEEE Sig-
nal Processing Magazine, vol. 19, no. 2, pp. 40–50, 2002.

[30] I. Daanoune, B. Abdennaceur, and A. Ballouk, “A comprehen-
sive survey on LEACH-based clustering routing protocols in
wireless sensor networks,” Ad Hoc Networks, vol. 114, article
102409, 2021.

[31] G. Kirubasri, “A contemporary survey on clustering tech-
niques for wireless sensor networks,” Turkish Journal of Com-
puter and Mathematics Education (TURCOMAT), vol. 12,
no. 11, pp. 5917–5927, 2021.

[32] A. Srivastava and P. K. Mishra, “A survey on WSN issues with
its heuristics and meta-heuristics solutions,”Wireless Personal
Communications, vol. 121, no. 1, pp. 745–814, 2021.

[33] P. Kevin and D. Viely, “Critical evaluation on WSNs position-
ing methods,” International Journal of Innovative Research in
Computer Science & Technology (IJIRCST), 2021.

[34] A. A. Kazerooni, H. Jelodar, and J. Aramideh, “Leach and heed
clustering algorithms in wireless sensor networks: a qualitative
study,” Advances in Science and Technology. Research Journal,
vol. 9, no. 25, pp. 7–11, 2015.

[35] J. Bhola, M. Shabaz, G. Dhiman, S. Vimal, P. Subbulakshmi,
and S. K. Soni, “Performance evaluation of multilayer cluster-
ing network using distributed energy efficient clustering with
enhanced threshold protocol,”Wireless Personal Communica-
tions, 2021.

[36] S. Ji, S. F. Yuan, and M. M. Cui, “Using self-organizing map in
backbone formation for wireless sensor networks,” in 2009
Fifth International Conference on Natural Computation,
pp. 468–472, Tianjian, China, 2009.

[37] G. Künzel, L. S. Indrusiak, and C. E. Pereira, “Latency and life-
time enhancements in industrial wireless sensor networks: a q-
learning approach for graph routing,” IEEE Transactions on
Industrial Informatics, vol. 16, no. 8, pp. 5617–5625, 2020.

[38] R. Huang, L. Ma, G. Zhai, J. He, X. Chu, and H. Yan, “Resilient
routing mechanism for wireless sensor networks with deep
learning link reliability prediction,” IEEE Access, vol. 8,
pp. 64857–64872, 2020.

[39] J. Bhola and S. Soni, “A study on research issues and challenges
inWSAN,” in 2016 International Conference onWireless Com-
munications, Signal Processing and Networking (WiSPNET),
pp. 1667–1671, Chennai, India, 2016.

[40] V. S. Desai and R. Mohanty, “ANN-Cuckoo optimization
technique to predict software cost estimation,” in 2018 Confer-
ence on Information and Communication Technology (CICT),
pp. 1–6, Jabalpur, India, 2018.

9Wireless Communications and Mobile Computing


	CUCKOO-ANN Based Novel Energy-Efficient Optimization Technique for IoT Sensor Node Modelling
	1. Introduction
	2. IoT-WSN Background and Problem Formulation
	2.1. IoT-WSN Architecture
	2.2. Problem Formulation for Energy Module

	3. Proposed CUCKOO-ANN Optimization Modeling for IoT-WSN
	3.1. Proposed CUCKOO Search Modeling for Possible Best Nests
	3.2. Proposed ANN Modeling for Possible Best Solution

	4. Result and Discussion
	4.1. Simulation Results
	4.2. Comparison with Existing Techniques
	4.3. Performance Assessment of Proposed Model
	4.4. Discussion

	5. Conclusion
	Data Availability
	Conflicts of Interest

