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In this paper, we investigate the joint optimization of power and subcarrier allocation for maximizing the energy efficiency (EE) in
downlink OFDMA systems. The problem of EE maximization is formulated as a stochastic optimization to determine the optimal
power and subcarrier allocation, in which many practical factors including channel estimation errors, delay requirements, and
time-varying channel are considered. We first propose a dynamic power and subcarrier allocation (DPSA) algorithm to solve
the formulated problem. Then, we derive the two bounds of EE and delay and reveal the tradeoff between them. The
theoretical analysis and simulation results demonstrate the variations of EE and delay with channel estimation errors.

1. Introduction

With a rapid increase in energy consumption associated with
modern communication systems, energy efficiency (EE) is of
paramount importance in the design and operation of wireless
networks [1]. Meanwhile, orthogonal frequency division mul-
tiplexing access (OFDMA) technology is adopted as the major
access scheme for the next wireless communications due to its
ability of supporting high-data-rate services. Therefore, maxi-
mizing the EE in OFDMA systems is an urgent task for net-
work design, particularly with the considerations of many
practical factors, such as channel estimation errors, delay
requirements, and time-varying channel.

The EE maximization problem has been studied exten-
sively with various resource optimization, such as power, sub-
carrier, and rate [2–8]. However, many of these works merely
made a simple assumption of perfect channel state informa-
tion (CSI). Actually, the perfect CSI is impossible to imple-
ment in the real networks, that is due to the channel
estimation error and the channel feedback delay. Recently,

with consideration of imperfect CSI, a number of works for
resource allocation have appeared [9–15]. To ensure commu-
nication with the required quality of service (QoS), an optimal
resource allocation algorithm for power cost minimization in
OFDMA was derived in [9–11]. In order to improve the
whole-system EE, a power allocation algorithm was proposed
in [12] and a joint power and rate allocation scheme was dis-
cussed in [13]. In [15], the authors investigated the power and
subcarrier optimization problem to maximize each user’s EE
for multiuser OFDMA wireless networks. Then, this work
was further extended to investigate the tradeoff between EE
and SE in downlink OFDMA systems.

As a common feature, the abovementioned literatures
neglected the bursty arrival of the data source and the delay
requirement of users, which are also the main characteristics
in realistic communication systems. With these practical
constraints, there exists a vast literature on resource optimi-
zation. Most of the literature rely on the landmark papers,
which employed Lyapunov methods for resource allocation.
Subsequently, these Lyapunov techniques have been used to
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solve various joint resource assignment problems of opti-
mizing performance and satisfying delay constraints (or sta-
bilizing queue). In [16], the authors proposed network
selection algorithms to study the energy-delay tradeoff prob-
lem. To maximize the throughput utility, the dynamic power
allocation scheme was designed in [17]. The authors in [18]
studied the problem of EE maximization with delay-aware
resource allocation. However, neither of them take the chan-
nel estimation errors into account. In contrast, the resource
optimization for minimizing power consumption was
addressed in [19] with respect to the channel estimation
errors but its algorithms cannot directly take effect in our
interested scenario and model. To the best of our knowledge,
the existing resource allocation schemes for maximizing EE
do not jointly consider the estimation error, the bursty data
arrivals, and the delay constraints.

In this paper, we investigate the joint optimization of the
power and subcarrier to maximize the EE in downlink
OFDMA systems. Specifically, many practical factors includ-
ing channel estimation errors, delay constraints, and the
time-varying channel are dealt with in our problem formula-
tion. A dynamic power and subcarrier allocation (DPSA)
algorithm is proposed by using the methods of fractional
programming, Lyapunov optimization, and dual decomposi-
tion. The bounds of EE and delay were also derived, which
reveal the tradeoff between EE and delay.

2. System Model and Problem Formulation

2.1. System Model. Consider a single-cell downlink OFDMA
cellular system with one base station (BS), M users, and N
subcarriers. Each subcarrier is exclusively occupied by at
most one user at each time slot. The wireless channel
between BS and each user is assumed to obey the
frequency-selective block fading with L resolvable paths
whose values are independent random variables with mean
zero and variance σ2g, i.e., CN ð0, σ2gÞ. The channel is invari-
ant during one time slot and changes independently for dif-
ferent time slots. Generally, the CSI is available by
performing the channel estimation. That is, each user esti-
mates its own CSI based on the received pilot symbols from
BS and then sends it to BS through the feedback channel.
The CSI received by the BS is clearly not perfect due to the
estimation errors. Let the minimum-mean squared-error
(MMSE) estimator be used as the channel estimation
method; thus, the CSI GijðτÞ of user i on subcarrier j at time
slot τ is given by

Gij τð Þ = Ĝij τð Þ + ~Gij τð Þ, ð1Þ

where ĜijðτÞ is the estimation of GijðτÞ and ~GijðτÞ is the esti-
mation error. Specifically, ĜijðτÞ and ~GijðτÞ are zero-mean
uncorrelated random variables with variances σ2

Ĝi j
= Lσ4gγp/

ðσ2gγp + 1Þ and σ2~Gij
= Lσ2g/ðσ2

gγp + 1Þ, respectively, where γp

is the signal-to-noise ratio (SNR) for transmitting the pilot
symbol.

The received signal by user i on subcarrier j at time slot τ
is given by

yij τð Þ = Ĝij τð Þ
ffiffiffiffiffiffiffiffiffiffiffi
ρij τð Þ

q
xij τð Þ + ~Gij τð Þ

ffiffiffiffiffiffiffiffiffiffiffi
ρij τð Þ

q
xij τð Þ + nij τð Þ,

ð2Þ

where ρijðτÞ, xijðτÞ, and nijðτÞ are the transmit power, the
transmitted signal, and the additive noise, respectively, with
E½jxijðτÞj2� = 1 and nij ~CN ð0,N0Þ. Similar to [20], the cor-
responding data transmission rate in terms of channel esti-
mation error is expressed by

cij τð Þ = sij τð ÞB0 log2 1 +
ρij τð Þ Ĝij τð Þ�� ��2
ρij τð Þσ2

~Gij
+N0

0
@

1
A: ð3Þ

Here, B0 is the bandwidth of each subcarrier and sijðτÞ is
an indicator function, which is equal to 1 when subcarrier j
is allocated to user i during time slot τ and 0 otherwise. It is
noted that the channel estimation error is treated as the
“self-noise” in (3). Obviously, a larger estimation error
increases the self-interference for user and results in a lower
data rate.

The total power consumption of BS is calculated as

ρtot τð Þ = 〠
M

i=1
〠
N

j=1
sij τð Þρij τð Þ + ρc, ð4Þ

where ρc represents the circuit power consumption. We
define the system EE as

ξEE =
lim

T⟶∞
∑T−1

τ=0E Ctot τð Þf g
lim

T⟶∞
∑T−1

τ=0E ρtot τð Þf g
=

�Ctot
�ρtot

, ð5Þ

where CtotðτÞ =∑M
i=1∑

N
j=1cijðτÞ is the total data transmission

rate of all users during time slot τ.
The data, which is queued separately for each user, is

assumed to arrive at the BS randomly in every time slot.
Without loss of generality, the queue for each user is labeled
by its corresponding user index. Let AiðτÞ and ΘiðτÞ be the
new data arrivals and the amount of data (queue length) in
queue i at time slot τ. Let ΘðτÞ = ðΘiðτÞÞ and AðτÞ = ðAi
ðτÞÞ. We assume thatAðτÞ is independent and identical distri-
bution over time slots with mean arrival rate λ = ðλiÞ. For the
arrival rate AiðτÞ and the departure rate CiðτÞ =∑N

j=1cijðτÞ in
queue i, the queue length ΘiðτÞ updates with

Θi τ + 1ð Þ =max Θi τð Þ − Ci τð Þ, 0f g + Ai τð Þ: ð6Þ

In the spirit of [21], the mean-rate-stable condition of the
queue is

lim
τ⟶∞

E Θi τð Þ½ �
τ

= 0, ð7Þ
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which implies that the queue length is finite. For simplicity, we
will use the term “stable” to refer to the mean-rate-stable.
Additionally, from Little’s Law, the queue length is in direct
proportion to the transmission delay. Hence, the terms of
delay and queue length could be used interchangeably in this
work.

2.2. Problem Formulation. The objective of our work is to
maximize the system EE by jointly allocating the transmit
power and the subcarrier, in which channel estimation
errors, delay requirements, and time-varying channel are
considered. Mathematically, the problem of EE maximiza-
tion is formulated as

P 1 : max
ρi j τð Þ,si j τð Þ

ηEE =
�Ctot
�ρtot

, ð8Þ

s:t: Queues Θi τð Þð Þ are stable, ∀i, ð9Þ

ρtot τð Þ ≤ ρmax, ∀τ, ð10Þ

ρij τð Þ ≥ 0, ∀i, j, τ, ð11Þ

sij τð Þ ∈ 0, 1f g, ∀i, j, τ, ð12Þ

〠
M

i=1
sij τð Þ ≤ 1, ∀τ: ð13Þ

Constraint (9) is the queue stability constraint to ensure
that all arrived data leave the queue in a finite time; the con-
straint (10) limits the maximum total power at BS; con-
straints (12) and (13) together ensure that each subcarrier
is allocated to at most one user.

Note that the resource allocation decision ρijðτÞ and sij
ðτÞ of problem P 1 are affected by the value and the accuracy
of CSI estimation. Given the integer assignment variables
sijðτÞ, problem P 1 belongs to the mixed-integer stochastic
programming. Furthermore, the fractional objective makes
the problem even more complicated. However, we propose
a resource allocation algorithm in the following, which can
efficiently solve the abovementioned difficulties with respect
to problem P 1.

Inspired by Dinkelbach’s method [22], problem P 1 can
be transformed into the following optimization problem:

P 2 : max
ρi j τð Þ,si j τð Þ

�Ctot − ξEE τð Þ�ρtot

s:t:  9ð Þ, 10ð Þ, 11ð Þ, 12ð Þ, 13ð Þ,
ð14Þ

where

ξEE τð Þ = ∑τ−1
κ=0Ctot κð Þ

∑τ−1
κ=0ρtot κð Þ

: ð15Þ

From [23], the above transformation can be effective to
solve the stochastic optimization problem with ratio objec-
tive. In the next section, a dynamic power and subcarrier

allocation algorithm is proposed to solve the transformed
version.

3. Dynamic Power and Subcarrier Allocation

Lyapunov optimization technology is adopted in this section
to solve the transformed problem P 2, since it can optimize
the time-averaged objective meanwhile ensuring stable
queue. Define the Lyapunov function as

L Θ τð Þð Þ = 1
2〠

M

i=1
Θi τð Þ2: ð16Þ

Then, the Lyapunov conditional drift-plus-penalty is
written as

Δ Θ τð Þð Þ −VE Ctot τð Þ − ξEE τð Þρtot τð Þ ∣Θ τð Þf g
= E L Θ τ + 1ð Þð Þ − L Θ τð Þð ÞjΘ τð Þf g

−VE Ctot τð Þ − ξEE τð Þρtot τð Þ∣Θ τð Þf g
≤D + VξEE τð ÞE ρtot τð Þ ∣Θ τð Þf g

+ E 〠
M

i=1
Θi τð ÞAi τð Þ Θ τð Þj

( )

− E 〠
M

i=1
〠
N

j=1
Θi τð Þ + Vð ÞCij τð Þ ∣Θ τð Þ

( )
,

ð17Þ

where

D ≥
1
2E 〠

M

i=1
〠
N

j=1
C2
ij τð Þ + A2

i τð Þ Θ τð Þj
( )

: ð18Þ

Proof. Please refer to Appendix A for proof.

Here, V is a nonnegative parameter, which controls the
tradeoff between maximizing the system EE and minimizing
the queue length (delay). According to the Lyapunov opti-
mization method, to solve problem P 2, it is sufficient to find
the joint power and subcarrier allocation that minimizes the
right-hand-side of inequality sign in (17), while satisfying
constraints (10)–(13).

The detailed DPSA algorithm descriptions, which can
solve P 1, are listed in Algorithm 1. Problem P 3 in DPSA
is a mixed-integer nonlinear programming due to the fact
that it involves both continuous variables ρijðτÞ and binary
variables sijðτÞ. Additionally, the nonlinear crossmultiplica-
tion terms ρijðτÞsijðτÞ in (10) impose a great challenge on
algorithm design, since they result in nonconvexity. Gener-
ally, the nonconvex mixed-integer programming often has
a prohibitive computational complexity. Here, we employ
the dual decomposition technique to solve problem P 3,
similarly to [24]. However, due to the queue stability con-
straint in terms of ΘðτÞ and the imperfect channel estima-
tion in terms of ĜijðτÞ and σ2~Gij

, the algorithm in [24]

cannot be directly used to solve P 3. Fortunately, with the
specific structure of P 3, we can derive its optimal solution.
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Problem P 3 is firstly reformulated by relaxing sijðτÞ to a
continuous interval ½0, 1� and replacing ρijðτÞ with aijðτÞ =
ρijðτÞsijðτÞ. Then, by using the standard optimization tech-
niques and the Karush-Kuhn-Tucker (KKT) conditions
[25], we derive the optimal power and subcarrier allocation
for P 3 as follows:

ρ∗ij τð Þ = s∗ij τð ÞΦij τð Þ,

s∗ij τð Þ =
1, i = arg

l
max Λl j τð Þ andΛl j τð Þ > 0,

0, otherwise,

8<
:

ð19Þ

where

Parameter μ is the Lagrange multiplier for the constraint
(10). We employ the subgradient method to obtain the opti-
mal value μ∗ [25].

From (19), when the channel state is good (i.e., a large
value ĜijðτÞ and/or a small value of channel estimation error
σ2~Gij

), a high level of transmit power is allocated for maximiz-

ing system EE. Additionally, the optimal power is closely
related with the current queue state, which perfectly agrees
with our intuitional understanding. For example, the user,
whose queue length is large, should be allocated with high
transmit power to guarantee the queue stability (i.e., reduce
the delay).

4. Performance Analysis

To analyze the performance of our DPSA, the total transmit
power and the transmission rate are assumed to satisfy the
following boundedness conditions:

ρmin
tot ≤ E ρtot τð Þf g ≤ ρmax

tot ,
Cmin
tot ≤ E Ctot τð Þf g ≤ Cmax

tot ,
ð21Þ

where ρmin
tot , ρ

max
tot , C

min
tot , and Cmax

tot are some positive con-
stants. With these assumptions, we can derive the bounds
of EE and delay as shown in the following theorem.

Theorem 1. Let λ be strictly interior to the capacity region Γ
and λ + ϑ be in Γ for a positive ϑ. The proposed DPSA has the
following properties:

(a) The EE is bounded by

ξEE ≥ ξoptEE −
D

Vρmin
tot

ð22Þ

1: At each time slot τ, obtain the current queue state ΘðτÞ, ξEEðτÞ and the estimated CSI ĜijðτÞ;
2: Allocate power ρijðτÞ and subcarrier sijðτÞ by solving the following optimization:

P 3 : max
ρi jðτÞ,si jðτÞ

∑
M

i=1
ðΘiðτÞ +VÞCiðτÞ −VξEEðτÞρtotðτÞ

           s:t:ð10Þ, ð11Þ, ð12Þ, ð13Þ,
3: Update ΘiðτÞ and ξEEðτÞ according to (6) and (15), respectively.

Algorithm 1: Dynamic Power and Subcarrier Allocation (DPSA).

Λl j τð Þ = − VξEE τð Þ + μ∗ð Þρ∗l j τð Þ + Θl τð Þ +Vð ÞB0 log2 1 +
ρ∗l j τð Þ Ĝlj τð Þ�� ��2
ρ∗l j τð Þσ2

~Glj
+N0

0
@

1
A,

Φij τð Þ =

wij τð Þ
N0 Ĝij τð Þ�� ��2 , σ2~Gij

= 0 ;

N0 2σ2~Gij
+ Ĝij τð Þ�� ��2� �

2 σ4~Gij
+ σ2~Gij

Ĝij τð Þ�� ��2� � −1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 +

4σ2
~Gij

σ2~Gij
+ Ĝij τð Þ�� ��2� �

N2
0 2σ2

~Gij
+ Ĝij τð Þ�� ��2� �2 wij τð Þ� �+

vuuuut
0
BB@

1
CCA, otherwise ;

8>>>>>>>><
>>>>>>>>:

wij τð Þ = Θi τð Þ +Vð ÞB0 Ĝij τð Þ�� ��2N0 log2e
VξEE τð Þ + μ∗

−N2
0:

x½ �+ = max 0, xf g:

ð20Þ
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Figure 1: Illustration of queue stability with V = 100, λ = 3, and σ2~Gij
= 0:1:
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Figure 2: EE-delay tradeoff with λ = 3.
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(b) The time-averaged queue length satisfies

lim
T⟶∞

1
T
〠
T−1

τ=1
〠
M

i=1
E Θi τð Þf g

≤
D +V Cmax

tot + ξoptEE ρmax
tot − ρmin

tot

� 	� �
ϑ

:

ð23Þ

Here, ξoptEE represents the maximum system EE over all
possible power and subcarrier allocation.

Proof. Please refer to Appendix B for proof.
Equations (22) and (23) together indicate that there

exists a tradeoff between EE and queue length (i.e., delay),
which is quantitatively depicted by ½Oð1/VÞ,OðVÞ�. More-

over, these bounds are also affected by the channel estima-
tion errors, which will be further explored in simulations.

5. Simulations

A specifical downlink OFDMA system is employed as an
example to illustrate the proposed algorithm. That is, M =
3, N = 6, L = 4, σ2g = 1/4, and T = 4000 time slots. The noise
power is normalized to 1 and Pmax is set to 100. The data
arrival of each queue is subject to Poisson distribution with
the mean rate λ. For simplicity of simulation, the subcarrier
bandwidth is also normalized to 1, i.e., B0 = 1.

The variation of queue length with the time slot is shown
in Figure 1. We observe that the queue length of each user is
no more than 0:4 kbits, that is, all data departures from
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Figure 3: EE and delay vs. channel estimation errors ðλ = 1Þ.
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queues in a finite time, which means that our proposed algo-
rithm can ensure delay requirement of all users.

Figure 2 plots the tradeoff between EE and queue length
(i.e., delay). Obviously, the improvement of EE is at the cost
of the deterioration of delay. Fortunately, the network can
operate in the predefined state by adjusting the value of V .
For example, if the large EE is desired, the value of V should
be increased. Otherwise, if the small delay is pursued, the
value of V should be decreased.

The impacts of channel estimation errors on EE and
delay are investigated as shown in Figure 3. As channel esti-
mation error increases, the EE decreases and the queue
length increases, which means that the performance is
degraded with estimation error. Furthermore, given the esti-
mation error, a large V value brings about in a large EE and
a long queue length.

Figure 4 shows the comparison between DPSA and the
instantaneous energy efficiency optimization policy (labeled
as INSO, i.e., power and subcarrier allocation police to max-
imize EE in each time slot with consideration of channel
estimation error). Since the variation tendency of queue
length against time slot is similar for each user, user3 is
taken as an example and the corresponding curse is dis-
played in Figure 4(a). Obviously, INSO can obtain higher
EE but the queue is instable. The reason is that the INSO
policy always maximizes EE in each time slot and does not
adjust the transmission power and subcarrier to the fluctua-
tion of arrival traffic, with consequence that its queue length
grows with the time slot (i.e., the queue is instable). Com-
pared with INSO, DPSA adapts to the variation of random
incoming traffic. In other words, DPSA can adjust users’
transmission power and subcarriers to the fluctuation of
arrival traffic, with consequence that the network stable
can be guaranteed, i.e., the queue length is finite.

6. Conclusions

In this paper, the EE maximization problem was studied
with consideration of channel estimation errors, delay
requirements, and time-varying channel. We formulated this
problem as a stochastic optimization to determine the opti-
mal power and subcarrier. A dynamic power and subcarrier
allocation algorithm was proposed by employing the
methods of fractional programming, Lyapunov optimiza-
tion, and dual decomposition. Furthermore, we derived the
bounds of EE and delay and demonstrated the variations
of EE and delay with channel estimation errors.

Appendix

A. Proof of Lemma 1

According to the inequality ðmax fa − b, 0g + cÞ2 ≤ a2 + b2

+ c2 − 2aðb − cÞ, we square both sides of (6) and then get

Θi τ + 1ð Þ2 = max Θi τð Þ − Ci τð Þ, 0f g + Ai τð Þð Þ2
≤Θi τð Þ2 + Ci τð Þ2 + Ai τð Þ2

− 2Θi τð Þ Ci τð Þ − Ai τð Þð Þ:
ðA:1Þ

From (A.1), (16) can be reformulated to

L Θ τ + 1ð Þð Þ − L Θ τð Þð Þ

= 1
2〠

M

i=1
Θi τ + 1ð Þ2 − 1

2〠
M

i=1
Θi τð Þ2

≤
1
2〠

M

i=1
Ci τð Þ2 + Ai τð Þ2� 	

− 〠
M

i=1
Θi τð Þ Ci τð Þ − Ai τð Þð Þ:

ðA:2Þ

Further, taking conditional expectations to the above
inequality, we obtain

E L Θ τ + 1ð Þð Þ − L Θ τð Þð Þ ∣Θ τð Þf g

≤
1
2〠

M

i=1
E Ci τð Þ2 + Ai τð Þ2 Θ τð Þj
 �

− 〠
M

i=1
Θi τð ÞE Ci τð Þ − Ai τð Þ Θ τð Þjf g:

ðA:3Þ

Based on the definition of the Lyapunov conditional
drift-plus-penalty (see equation (17)), we can have

Δ Θ τð Þð Þ −VE Ctot τð Þ − ξEE τð Þρtot τð Þ Θ τð Þjf g
≤D +VξEE τð ÞE ρtot τð Þ Θ τð Þjf g

+ E 〠
M

i=1
Θi τð ÞAi τð Þ Θ τð Þj

( )

− E 〠
M

i=1
〠
N

j=1
Θi τð Þ + Vð ÞCij τð Þ

#
Θ τð Þj

( )
,

ðA:4Þ

where

D ≥
1
2E 〠

M

i=1
〠
N

j=1
C2
ij τð Þ + A2

i τð Þ
� �

Θ τð Þj
( )

: ðA:5Þ

This completes the proof.

B. Proof of Theorem 1

Based on the proposed algorithm DPSA, we have the ine-
quation

Δ Θ τð Þð Þ −VE Ctot ρ∗ij τð Þ, s∗ij τð Þ
� �n

− ξEE τð Þρtot ρ∗ij τð Þ, s∗ij τð Þ
� �

Θ τð Þj
o

≤D +VξEE τð ÞE ρtot ρ∗ij τð Þ, s∗ij τð Þ
� �

Θ τð Þj
n o

+ E 〠
M

i=1
Θi τð ÞAi τð Þ Θ τð Þj

( )

− E 〠
M

i=1
〠
N

j=1
Θi τð Þ +Vð ÞCij ρ∗ij τð Þ, s∗ij τð Þ

� �
Θ τð Þj

( )
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≤D +VξEE τð ÞE ρtot ρij′ τð Þ, sij′ τð Þ
� �

Θ τð Þj
n o

+ E 〠
M

i=1
Θi τð ÞAi τð Þ Θ τð Þj

( )

− E 〠
M

i=1
〠
N

j=1
Θi τð Þ +Vð ÞCij ρij′ τð Þ, sij′ τð Þ

� �
Θ τð Þj

( )
,

ðB:1Þ

where ρij′ ðτÞ and sij′ ðτÞ represent resource allocation deci-
sions which are obtained with any stationary randomized
strategy. The second inequality sign of (B.1) holds because
the proposed allocation scheme is optimal to minimize the
RHS of the bounds in (17) compared with any other
strategies.

Since λ is strictly interior to the capacity region Γ and
λ + ϑ is in Γ for a positive ϑ, we can get

E 〠
N

j=1
Cij ρij′ τð Þ, sij′ τð Þ

� �
Θ τð Þj

( )
≥ λi + θ: ðB:2Þ

According to the stochastic network optimization theory
[21, 23], if constraints (9)–(13) are feasible, then, for any ω
> 0, there exists a stationary randomized policy satisfying

E Ctot ρij′ τð Þ, sij′ τð Þ
� �n o

≥ E ρtot ρij′ τð Þ, sij′ τð Þ
� �n o

ξoptEE − ω
� �

:

ðB:3Þ

Substituting (B.2) and (B.3) into (B.1), we get the follow-
ing inequation as ω⟶ 0.

Δ Θ τð Þð Þ −VE Ctot ρ∗ij τð Þ, s∗ij τð Þ
� �n

− ξEE τð Þρtot ρ∗ij τð Þ, s∗ij τð Þ
� �

Θ τð Þj
o

≤D +VξEE τð ÞE ρtot ρij′ τð Þ, sij′ τð Þ
� �n o

− θE 〠
M

i=1
Θi τð Þ

( )
−VξoptEE E ρtot ρij′ τð Þ, sij′ τð Þ

� �n o
:

ðB:4Þ

According to the definition of ΔðΘðτÞÞ (see (17)), using
telescoping sums over τ ∈ f0, 1, 2,⋯,Tg in the above
inequality and exploiting the fact that ΘiðτÞ > 0, we get

E L Θ Tð Þð Þf g − E L Θ 0ð Þð Þf g

− 〠
T−1

τ=0
VE Ctot ρ∗ij τð Þ, s∗ij τð Þ

� �
− ξEE τð Þρtot ρ∗ij τð Þ, s∗ij τð Þ

� �n o

≤ TD +VE ρtot ρij′ τð Þ, sij′ τð Þ
� �n o

〠
T−1

τ=0
ξEE τð Þ

− TVξoptEE E ρtot ρij′ τð Þ, sij′ τð Þ
� �n o

:

ðB:5Þ

Dividing (B.5) by VT , rearranging terms, and using the
fact that EfLðΘðTÞÞg ≥ 0 yield

1
T
〠
T−1

τ=0
E ξEE τð Þρtot ρ∗ij τð Þ, s∗ij τð Þ

� �n o

−
1
T
〠
T−1

τ=0
E Ctot ρ∗ij τð Þ, s∗ij τð Þ

� �n o

≤
D
V

+ 1
T
E ρtot ρij′ τð Þ, sij′ τð Þ

� �n o
〠
T−1

τ=0
ξEE τð Þ

− ξoptEE E ρtot ρij′ τð Þ, sij′ τð Þ
� �n o

+ E L Θ 0ð Þð Þf g
VT

:

ðB:6Þ

Taking a limit as T ⟶∞, we have

0 ≤ D
V

+ ξEEE ρtot ρij′ τð Þ, sij′ τð Þ
� �n o

− ξoptEE E ρtot ρij′ τð Þ, sij′ τð Þ
� �n o

:

ðB:7Þ

Rearranging (B.7), we obtain

ξEE ≥ ξoptEE −
D

Vρmin
tot

: ðB:8Þ

Similarly, taking iterated expectation and using telescop-
ing sums over τ ∈ f0, 1, 2,⋯,Tg to (B.4) yield

E L Θ Tð Þð Þf g − E L Θ 0ð Þð Þf g

− 〠
T−1

τ=0
VE Ctot ρ∗ij τð Þ, s∗ij τð Þ

� �
− ξEE τð Þρtot ρ∗ij τð Þ, s∗ij τð Þ

� �n o

≤ TD +VE ρtot ρij′ τð Þ, sij′ τð Þ
� �n o

〠
T−1

τ=0
ξEE τð Þ

− TVξoptEE E ρtot ρij′ τð Þ, sij′ τð Þ
� �n o

− θ 〠
T−1

τ=0
E 〠

M

i=1
Θi τð Þ

( )
:

ðB:9Þ

Dividing the above inequality by θT and taking a limit as
T ⟶∞, we have

lim
T⟶∞

1
T
〠
T−1

τ=0
E 〠

M

i=1
Θi τð Þ

( )

≤
D −VξoptEE E ρtot ρij′ τð Þ, sij′ τð Þ

� �n o
θ

+ 1
θ
VξoptEE E ρtot ρij′ τð Þ, sij′ τð Þ

� �n o

+ lim
T⟶∞

1
θT

〠
T−1

τ=0
VE Ctot ρ∗ij τð Þ, s∗ij τð Þ

� �n o

≤
D +V Cmax

tot + ξoptEE ρmax
tot − ρmin

tot
� 	h i

θ
:

ðB:10Þ
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